Types of smartphone usage and relations with problematic smartphone behaviors: The role of content consumption vs. social smartphone use
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Abstract

Little previous research has clarified which types of smartphone use are related to problematic smartphone behaviors. We sampled 309 community participants online to understand the role of content consumption vs. social smartphone use in relation to specific problematic smartphone behaviors. Bivariate correlations indicated mostly significant relationships between problematic smartphone behaviors and both process and social usage – but with stronger correlations for process usage. Regression analyses, controlling for age and gender, demonstrated that problematic smartphone-related overuse was significantly associated with process smartphone usage, and to a lesser extent - social usage. Positive anticipation problem behaviors were related to process and social usage. Daily life disturbances from a smartphone were inversely related to process and social usage. Results provide insight into the types of problem smartphone behaviors associated with specific uses and gratifications from a smartphone.
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Introduction

Overuse or “addiction” to smartphones can have harmful physical health effects. For example, problematic smartphone use is related to traffic accidents (Cazzulino, Burke, Muller, Arbogast, & Upperman, 2014; Thompson, Rivara, Ayyagari, & Ebel, 2013), shoulder and neck problems (Shan et al., 2013; Xie, Szeto, Dai, & Madeleine, 2016), sleep impairment (Demirci, Akgonul, & Akpinar, 2015; Eyvazlou, Zarei, Rahimi, & Abazari, 2016), academic problems (Seo, Park, Kim, & Park, 2016), and poor physical fitness (Rebold, Sheehan, Dirlam, Maldonado, & O’Donnell, 2016). Furthermore, problematic smartphone use is related to mental health problems such as anxiety and depression (reviewed in Elhai, Dvorak, Levine, & Hall, 2017). However, little is known about the types of smartphone use implicated in problematic smartphone behaviors.

There are many uses and features for a smartphone. Smartphone technology, as well as internet technology in general, can be characterized by uses such as productivity enhancement (e.g., reminders and email), information seeking (e.g., web surfing, browsing the news), and social information and relationships (e.g., social media, messaging). Additional uses include diversion and relaxation (e.g., music), entertainment (e.g., gaming, movies), monetary compensation (e.g., locating consumer deals) and personal status (Dhir, Chen, & Nieminen, 2015; Song, LaRose, Eastin, & Lin, 2004; van Deursen, Bolle, Hegner, & Koomers, 2015).
Internet use has been classified under two primary categories: process use, and social use (Song et al., 2004). Van Deursen et al. (2015) extended this categorization to smartphone usage. Process usage primarily involves content-based consumption of media, such as browsing news websites, and viewing movies. On the other hand, social usage involves interacting with one’s social network through social media interaction, and instant messaging. One study found that problematic smartphone use was related to process but not social usage (van Deursen et al., 2015), while another study found the opposite (Zhitomirsky-Geffet & Blau, 2016). Other research has found that social usage was substantially more prevalent than process use among problematic smartphone users (Lee et al., 2014; Lopez-Fernandez, Honrubia-Serrano, Freixa-Blanxart, & Gibson, 2014); a finding also revealed in problem internet users (Chou & Hsiao, 2000; Yang & Tung, 2007). Finally, another study revealed that problematic smartphone use was related to both process and social use, but the association was stronger for process use (Elhai, Levine, Dvorak, & Hall, 2017). Importantly, we do not know the extent to which process and social smartphone use differentially relate to specific types of problematic smartphone use.

Studying process and social smartphone usage can be placed within the context of Uses and Gratifications Theory (UGT; Blumler & Katz, 1974). UGT discusses which types of mass media are sought and consumed by people in order to satisfy personal needs (e.g., entertainment, social), and explanations for such individual decisions. In UGT, the types of media sought are assumed to be based on individual difference variables (Blumler, 1979). UGT is unique among other theories in assuming that users are active consumers of media (West & Turner, 2007). UGT has been applied to understanding problematic internet use (e.g., Kim & Haridakis, 2009; Song et al., 2004), and more recently to problematic smartphone use (Dhir et al., 2015; Elhai, Levine, et al., 2017; Park, Kim, Shon, & Shim, 2013) by examining individual differences accounting for problematic use. Applying UGT within the context of problem smartphone use, individuals’ problem smartphone behaviors may vary as a function of the particular types of smartphone uses they prefer (Park et al., 2013).

Kardefelt-Winther’s (2014) recently-developed Compensatory Internet Use Theory (CIUT) could be viewed as an extension of UGT, in explaining variables that drive such use. Specifically, this theory attempts to understand the negative life events and stressors that motivate some people to use (or overuse) technology in order to alleviate negative emotion about such stressors. Thus, this theory does not focus on psychopathology as the direct cause of problematic internet use. Instead, it emphasizes negative life circumstances as the cause, and problematic internet use as the consequent, compensatory behavior aimed at regulating stressor-related negative emotion. Several studies thus far have found empirical support for this theory as related to the study of problematic smartphone use (Long et al., 2016; Wang, Wang, Gaskin, & Wang, 2015; Zhitomirsky-Geffet & Blau, 2016).

Within the context of UGT and CIUT, we aimed to examine process and social smartphone usage in relation to problematic smartphone use. Kwon et al. (2013), through latent variable modeling of the Smartphone Addiction Scale (SAS), empirically identified six types of problem smartphone use behaviors/symptoms. These behaviors and symptoms include “daily life disturbance” (work/academic functional impairment or health problems; 5 items), “positive anticipation” (excitement of alleviating stress with a smartphone, hedonic use; 8 items), and “withdrawal” symptoms when separated from one’s phone (6 items). Also included are “cyberspace relationships” (preferred to offline relationships; 7 items), “overuse” (uncontrollable desire for smartphone use; 4 items), and tolerance (failed attempts to reduce use; 3 items). This symptom structure is very similar to that revealed in a revised version of the SAS, translated into Estonian (Rozgonjuk, Rosenvald, Janno, & Täht, 2016). Many of these symptom dimensions (e.g., positive anticipation, withdrawal, tolerance, overuse, and life disturbance) map onto current models of drug and alcohol addiction (Robinson & Berridge, 2000; Wise & Koob, 2014).

In the present study, we used a community sample of adults recruited via the internet to examine symptom dimensions of problematic smartphone behavior most related to process smartphone usage, and social smartphone usage. We statistically controlled for age and gender in regression models as previous research indicates that younger individuals are more likely to engage in process and social smartphone use (van Deursen et al., 2015) and women engage in more social smartphone use than men do (van Deursen et al., 2015). Our overarching research question was: What is the relationship between the type of smartphone use (process and social) and the type of problematic smartphone use behavior? This study is unique in adding to the limited literature on the types of uses (process vs. social) associated with problematic smartphone use (Elhai, Levine, et al., 2017; Lopez-Fernandez et al., 2014; van Deursen et al., 2015; Zhitomirsky-Geffet & Blau, 2016) by more
precisely measuring multiple symptom dimensions of problem use. Examining types of smartphone use in relation to problematic use has important implications for advancing theoretical models such as UGT and CIUT, ultimately in gaining a better understanding of what drives problematic smartphone use.

Using UGT and CIUT, we hypothesized the following.

1. Higher levels of smartphone-related process and social usage should be associated with more problematic smartphone behaviors (Elhai, Levine, et al., 2017; Kim & Haridakis, 2009; Wang, Tchernev, & Solloway, 2012). Specifically, problematic overuse and daily disturbance behaviors from the SAS should be associated with both process and social use (Kim & Haridakis, 2009).

2. The SAS' problematic positive anticipation subscale would be most associated with social usage. This hypothesis is derived from research finding that an important pathway toward problematic smartphone use involves habitual phone-checking behaviors for social notifications (Lee et al., 2014; Oulasvirta, Rattenbury, Ma, & Raita, 2012). Social notifications result in instant gratification (involved in positive anticipation), which drives more phone usage (theoretically, social usage), including problematic use (Oulasvirta et al., 2012).

**Method**

**Procedure and Participants**

We recruited 322 participants in February 2016 from the Amazon Mechanical Turk (Mturk) labor marketplace, which is often used in social science research (Steelman, Hammer, & Limayem, 2014). We advertised the study as a 15-20-minute survey on mobile device and internet use, offering 75 cents compensation through Amazon Payments. Through online screening, we targeted only North American, English speaking adults (through credit check verification, only individuals age 18 or older can obtain an Mturk account). We used Mturk in order to maximize the proportion of avid technology and smartphone users.

Participants were routed to an online consent statement using the PsychData web survey platform, and those agreeing to participate were routed to a web survey including instruments described below. We removed 13 participants from analyses who indicated non-North American residence \( (n = 4) \), did not provide a unique Mturk worker identification number \( (n = 5) \), or quit the survey soon after starting it \( (n = 4) \), resulting in 309 participants. No subjects needed to be removed for not owning a smartphone.

A slight majority of participants were men \( (n = 165, 53.6\%) \). The majority reported a Caucasian racial background \( (n = 253, 82.1\%) \), with additional race and ethnic representation by 28 Asians (9.1%), 23 African Americans (7.5%), and 16 Hispanic individuals (5.3%) (these categories were not mutually exclusive). Age averaged 33.15 years \( (SD = 10.21) \). A slight majority held a Bachelor’s degree \( (n = 170, 55.2\%) \), or at least some (but not completed) college education \( (n = 104, 33.8\%) \); less education was reported by the remaining 35 participants (11.3%). Full- or part-time employment was endorsed by most participants \( (n = 196, 44.1\%, \ n = 56, 18.3\%\), respectively). Slightly more than one-third of participants reported being currently married \( (n = 114, 37.3\%) \).

**Measures**

Participants were administered a battery of online self-report measures. Instruments relevant to this study are described here. First, we assessed demographic characteristics, such as age and gender.

**Process vs. Social Smartphone Usage.** We assessed two major motivations of smartphone usage – process (e.g., news consumption, entertainment) and social (e.g., communication, social networking), a distinction in technology use found in the literature (Song et al., 2004). We measured seven process and five social usage items using a 5-point Likert-type scale, ranging from “1 = Strongly disagree” to “5 = Strongly agree,” from the measure reported in van Deursen et al. (2015). van Deursen et al. (2015) reported alpha coefficients of .89 for process and .73 for social usage. We found alphas of .85 and .77, respectively.
**Smartphone Addiction Scale (SAS).** We used Kwon et al.’s (2013) SAS to measure problem smartphone use. The SAS has 33 items, with Likert item responses from “1 = Strongly disagree” to “6 = Strongly agree.” The SAS was validated against other measures of problematic smartphone use (Kwon et al., 2013). Kwon et al. (2013) reported coefficient alphas ranging from .83 for the tolerance subscale to .91 for positive anticipation. We found alphas ranging from .78 for overuse to .87 for both daily life disturbance and cyberspace relationships.

**Analyses**

We estimated missing item-level data within the scales using maximum likelihood procedures, with the Mplus 7 software. Subsequently, item-level data were used to compute scale scores. Scale scores were all normally distributed, based on skewness and kurtosis values; the highest values in absolute size were 1.18 for skewness (SAS’ Daily Life Disturbances subscale), and 2.00 for kurtosis (social smartphone use scale). We report descriptive statistics for the scale scores (Table 1). Pearson correlations are provided for relations between the SAS subscales and three outcome variables, including t-tests for dependent correlations (Table 2).

**Table 1. Descriptive Statistics and Correlations for the SAS Subscales and Process Usage and Social Usage.**

<table>
<thead>
<tr>
<th>Variable</th>
<th>M</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Daily Life Disturbance</td>
<td>9.06</td>
<td>4.83</td>
<td>5</td>
<td>25</td>
<td>.35*</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2. Positive Anticipation</td>
<td>25.96</td>
<td>7.88</td>
<td>8</td>
<td>48</td>
<td></td>
<td>.50*</td>
<td></td>
<td></td>
<td>.41*</td>
<td>.54*</td>
<td>.63*</td>
</tr>
<tr>
<td>3. Withdrawal</td>
<td>16.20</td>
<td>6.59</td>
<td>6</td>
<td>35</td>
<td>.48*</td>
<td>.67*</td>
<td>.70*</td>
<td>.63*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4. Cyberspace Relationships</td>
<td>17.00</td>
<td>7.67</td>
<td>7</td>
<td>42</td>
<td>.55*</td>
<td>.68*</td>
<td>.74*</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Overuse</td>
<td>12.91</td>
<td>5.10</td>
<td>4</td>
<td>24</td>
<td>.41*</td>
<td>.54*</td>
<td>.70*</td>
<td>.63*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6. Tolerance</td>
<td>7.36</td>
<td>3.84</td>
<td>3</td>
<td>18</td>
<td>.57*</td>
<td>.41*</td>
<td>.65*</td>
<td>.65*</td>
<td>.69*</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7. Process Use</td>
<td>25.80</td>
<td>4.98</td>
<td>7</td>
<td>35</td>
<td>.05</td>
<td>.50*</td>
<td>.32*</td>
<td>.34*</td>
<td>.38*</td>
<td>.22*</td>
<td></td>
</tr>
<tr>
<td>8. Social Use</td>
<td>20.34</td>
<td>3.43</td>
<td>5</td>
<td>25</td>
<td>-.17*</td>
<td>.27*</td>
<td>.15*</td>
<td>.14</td>
<td>.23*</td>
<td>.04</td>
<td>.58*</td>
</tr>
</tbody>
</table>

*Note:* *p < .01

**Table 2. Correlations for SAS Subscales with Process Usage and Social Usage, and Tests of Differences Between Correlations.**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Correlation with Process Usage</th>
<th>Correlation with Social Usage</th>
<th>Difference Between This Row's Correlations t(306)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Daily Life Disturbance</td>
<td>.05</td>
<td>-.17*</td>
<td>4.36*</td>
</tr>
<tr>
<td>Positive Anticipation</td>
<td>.50*</td>
<td>.27*</td>
<td>5.07*</td>
</tr>
<tr>
<td>Withdrawal</td>
<td>.32*</td>
<td>.15*</td>
<td>3.44*</td>
</tr>
<tr>
<td>Cyberspace Relationships</td>
<td>.34*</td>
<td>.14*</td>
<td>4.08*</td>
</tr>
<tr>
<td>Overuse</td>
<td>.38*</td>
<td>.23*</td>
<td>3.10*</td>
</tr>
<tr>
<td>Tolerance</td>
<td>.22*</td>
<td>.04</td>
<td>3.56*</td>
</tr>
</tbody>
</table>

*Note:* SAS = Smartphone Addiction Scale. *p < .01

Next, we conducted two sequential linear regression analyses – one for each of the following dependent variables: a) process usage, and b) social usage. In step 1 of each analysis, we controlled for age and gender. In step 2, we tested the additive effect of the six SAS subscales as predictor variables.

We should note that prior research often has assessed smartphone use as the predictor variable(s) and problematic use as the dependent variable(s) (Elhai, Levine, et al., 2017; Park et al., 2013; van Deursen et al., 2015). In the present paper, we used the reverse ordering of variables. We used this ordering because specifying the six SAS subscales as predictors rather than dependent variables facilitates interpretation of the findings with so many variables. Of course, our models are not causal, as our data were cross-sectional; thus the ordering need not be unidirectional.
Results

Table 1 depicts descriptive statistics for the scale scores analyzed, along with zero-order Pearson correlations for the SAS subscales and process and usage variables. We found that process and social usage were correlated ($r = .58$, $p < .001$). Based on t-tests for dependent correlations (Table 2), all SAS subscales were significantly more related to process usage as compared to social usage.

Table 3 displays linear regression results for the SAS subscales in accounting for variance in process usage scores. After controlling for age and gender, the SAS subscales were significant, $F(8, 300) = 17.90$, $p < .001$, accounting for 31% of the variance in process use. Adjusting for other predictor variables, positive anticipation and overuse were positively related, and daily life disturbance was negatively related to process usage.

Table 4 displays linear regression results for the SAS subscales accounting for variance in social usage scores. After controlling for age and gender, the SAS subscales were significant, $F(8, 300) = 104.49$, $p < .001$, accounting for 19% of variance in social use. Adjusting for other variables, positive anticipation and overuse were positively related, and daily life disturbance was negatively related to social usage.

**Table 3. Multiple Regression Results for Process Usage: Final Model.**

<table>
<thead>
<tr>
<th>Predictor of Process Usage (Added)</th>
<th>$\beta$</th>
<th>$B$</th>
<th>$SE B$</th>
<th>$t$</th>
<th>$\Delta R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Step 1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-.11</td>
<td>-.05</td>
<td>.02</td>
<td>-2.15</td>
<td>.02</td>
</tr>
<tr>
<td>Gender (1=men, 2=women)</td>
<td>.12</td>
<td>1.14</td>
<td>.49</td>
<td>2.33</td>
<td>.31</td>
</tr>
<tr>
<td>(Step 2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily Life Disturbance</td>
<td>-.19</td>
<td>-.20</td>
<td>.06</td>
<td>-3.13*</td>
<td></td>
</tr>
<tr>
<td>Positive Anticipation</td>
<td>.49</td>
<td>.31</td>
<td>.05</td>
<td>6.87*</td>
<td></td>
</tr>
<tr>
<td>Withdrawal</td>
<td>-.11</td>
<td>-.08</td>
<td>.06</td>
<td>-1.32</td>
<td></td>
</tr>
<tr>
<td>Cyberspace Relationships</td>
<td>.06</td>
<td>.04</td>
<td>.06</td>
<td>.68</td>
<td></td>
</tr>
<tr>
<td>Overuse</td>
<td>.24</td>
<td>.23</td>
<td>.07</td>
<td>3.13*</td>
<td></td>
</tr>
<tr>
<td>Tolerance</td>
<td>-.02</td>
<td>-.02</td>
<td>.10</td>
<td>-.23</td>
<td></td>
</tr>
</tbody>
</table>

Note: * $p < .01$

**Table 4. Multiple Regression Results for Social Usage: Final Model.**

<table>
<thead>
<tr>
<th>Predictor of Social Usage (Added)</th>
<th>$\beta$</th>
<th>$B$</th>
<th>$SE B$</th>
<th>$t$</th>
<th>$\Delta R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Step 1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-.13</td>
<td>-.04</td>
<td>.02</td>
<td>-2.42</td>
<td>.04</td>
</tr>
<tr>
<td>Gender (1=men, 2=women)</td>
<td>.18</td>
<td>1.23</td>
<td>.36</td>
<td>3.39*</td>
<td></td>
</tr>
<tr>
<td>(Step 2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Daily Life Disturbance</td>
<td>-.34</td>
<td>-.24</td>
<td>.05</td>
<td>-5.21*</td>
<td></td>
</tr>
<tr>
<td>Positive Anticipation</td>
<td>.28</td>
<td>.12</td>
<td>.03</td>
<td>3.70*</td>
<td></td>
</tr>
<tr>
<td>Withdrawal</td>
<td>-.06</td>
<td>-.03</td>
<td>.05</td>
<td>-.70</td>
<td></td>
</tr>
<tr>
<td>Cyberspace Relationships</td>
<td>.09</td>
<td>.04</td>
<td>.04</td>
<td>.99</td>
<td></td>
</tr>
<tr>
<td>Overuse</td>
<td>.25</td>
<td>.17</td>
<td>.05</td>
<td>3.09*</td>
<td></td>
</tr>
<tr>
<td>Tolerance</td>
<td>-.08</td>
<td>-.07</td>
<td>.07</td>
<td>-.99</td>
<td></td>
</tr>
</tbody>
</table>

Note: * $p < .01$
In the present study, we found significant (unadjusted) bivariate relations between most problematic smartphone use behaviors and process and social smartphone usage, with significantly larger relationships for process usage. In regression models, positive relationships with process use – and to a lesser extent, social usage – were revealed for overuse behaviors. Positive relationships with process and social usage were discovered for positive anticipation. Results revealed an inverse relationship for process and social usage with daily disturbance. These results help clarify the types of problem smartphone behaviors associated with various smartphone uses.

We found, using regression models, that after adjusting for other variables, problematic smartphone-related positive anticipation and overuse were both related to process and social smartphone usage – though effects were smaller for social use. We hypothesized such a relationship in predicting social use (Kim & Haridakis, 2009), but we did not expect positive anticipation behaviors related to process use. In fact, some studies find that problematic smartphone use is more related to social use (Lopez-Fernandez et al., 2014; Zhitomirsky-Geffet & Blau, 2016), while others find more support for process use (Elhai, Levine, et al., 2017; van Deursen et al., 2015). Based on results of the present study, perhaps in addition to social networking and message notifications that drive problematic smartphone use (Lee et al., 2014; Oulasvirta et al., 2012), non-social gratifications may drive overuse as well (Elhai, Levine, et al., 2017; van Deursen et al., 2015). This finding supports CIUT (Kardefelt-Winther, 2014), in which it would be expected that the hedonic use of a smartphone (consistent with process use) could be a means to compensate for negative emotion. It is possible that the gratifications from process smartphone use, such as pleasure derived from seeing anticipated news stories, or buying a long-awaited product from one’s phone, can lead to greater, or problematic smartphone use. For instance, research demonstrates that problematic internet use (but not smartphone-specific) is strongly related to compulsive online shopping (Kuss, Griffiths, & Binder, 2013) and online gaming (Gunuc, 2015; Kuss et al., 2013), both of which involve more process-oriented than social-oriented gratification. However, we must note that a particular smartphone feature may not be exclusively a process- or social-related activity. For instance, online gaming, although more process-oriented, can have a strong social component such as in massive multiplayer gaming (Trepte, Reinecke, & Juechens, 2012).

We discovered that daily life disturbances were inversely related to process and social usage, however. One explanation is that people enjoy engaging in more process and social smartphone usage, and thus it does not feel like one’s smartphone interferes with daily life. This finding also fits with CIUT in that people may compensate for negative emotion by engaging in process and/or social smartphone use, and such smartphone engagement may help alleviate negative mood (Kardefelt-Winther, 2014). In fact, people may feel as though greater process and social use (to an extent) helps them in daily life because of the productivity and time-saving features of a smartphone. After all, smartphones have been found to increase productivity in the workplace (e.g., Kalkbrenner & McCampbell, 2011; Ozdalga, Ozdalga, & Ahuja, 2012), enhance school learning (Godwin-Jones, 2011), and building social capital (Park, Han, & Kaid, 2012). It is possible that this inverse relationship may be a function of statistical suppression within the context of the regression analysis. However, even in our bivariate analyses, social usage was inversely related to daily life disturbance.

Also noteworthy to mention, but not part of our primary research questions, were effects for the age and gender covariates in relation to process and social smartphone usage. Past research has found that problematic smartphone use in general is predicted by younger age (Lu et al., 2011; van Deursen et al., 2015) and female gender (Jeong, Kim, Yum, & Hwang, 2016; Wang et al., 2015). In contrast to van Deursen et al. (2015) who found that younger people engage in more process and social smartphone usage, we did not find such an effect for age; though we should note that age would be significant for process use at the alpha < .05 level, but not at our more stringent alpha < .01 level. Our findings are consistent with prior research finding that women engage in more social smartphone use than men do (van Deursen et al., 2015).

Our findings have theoretical, societal and clinical implications. Traditional theoretical models have examined psychopathology predicting increased smartphone use frequency, which in turn predicts problematic smartphone use (Elhai, Levine, et al., 2017; Kim, Seo, & David, 2015; van Deursen et al., 2015). This model assumes that psychopathology lends itself to increase smartphone use, which in turn can grow into problematic
use, a notion that fits with UGT (Blumler, 1979) and CIUT (Kardefelt-Winther, 2014). However, such models have rarely measured smartphone use frequency or problematic use in a multidimensional manner (using subscales), and future work could benefit from such a richer multidimensional approach. Clinically, mental health providers could inquire about their patients’ smartphone use in order to obtain more information about patient daily behavioral activity; clinicians may not normally think to inquire about this issue. Additionally, because of the mental health benefits of social support (Kawachi & Berkman, 2001), and the social support/social capital advantages from smartphones (Park et al., 2012), social smartphone use could be beneficial to patient mental health. Finally, problematic smartphone use could also be assessed using a measure such as the SAS, in order to capture additional, standardized clinical data.

Limitations in this study include that we did not objectively assess smartphone behavior, but rather used self-report methods. We used a community sample of Mturk participants, and such sampling may not be representative of the general population, with Mturk participants being younger and more technologically savvy (Shapiro, Chandler, & Mueller, 2013). Additionally, given the small amount of variance accounted for in social smartphone use, other predictive factors that were not examined in this paper may play a role in such use. For example, personality trait constructs (Elhai, Levine, Dvorak, & Hall, 2016; Elhai, Levine, et al., 2017), emotional gain (Zhitomirsky-Geffet & Blau, 2016) and social stress (van Deursen et al., 2015) may be important. Nonetheless, findings provide insight into the types of problem smartphone behaviors associated with specific uses and gratifications from a smartphone.
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