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Abstract 

As generative artificial intelligence becomes more prevalent, understanding the factors 

that influence users' willingness to disclose personal information to these platforms is 

crucial. This study explores how Perceived Autonomy and Perceived Empathy in 

generative AI platforms influence users’ Behavioral Intent to Disclose personal 

information. Using a sample of 1,034 generative AI users in China, Structural Equation 

Modeling (SEM) was employed to analyze the relationships between autonomy, 

empathy, trust, privacy concerns, and disclosure intentions. The results show that both 

Perceived Autonomy and Perceived Empathy positively influence Behavioral Intent to 

Disclose personal information on generative AI platforms. These relationships are 

positively mediated by Trust in Generative AI and negatively mediated by Privacy 

Concerns, highlighting the role of trust in enhancing disclosure and privacy concerns in 

reducing it. These findings align with the Extended Technology Acceptance Model, which 

emphasizes the role of trust and privacy as external factors in shaping user behavior. 

This study provides valuable insights into how AI system attributes influence disclosure 

decisions, offering guidance for the design of more trustworthy and privacy-sensitive 

generative AI platforms. 
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Introduction 

The rapid advancement of artificial intelligence (AI) has transformed digital interactions, with generative AI 

platforms emerging as powerful tools for content creation, recommendation systems, and conversational 

interfaces (Giannakos et al., 2025). These AI-driven technologies are widely integrated into social media, customer 

service, healthcare, and personalized marketing, significantly enhancing user engagement (Banh & Strobel, 2023). 

However, as generative AI becomes more sophisticated, concerns regarding privacy, trust, and data disclosure 

have intensified (Karami et al., 2025). Users interact with these platforms for various purposes, often sharing 

https://doi.org/10.5817/CP2026-1-5
https://doi.org/10.5817/CP2026-1-5


personal and sensitive information without fully understanding the potential risks (Sundar & J. Kim, 2019). While 

some users readily disclose their data, others exhibit hesitancy and concern over privacy breaches, algorithmic 

biases, and data misuse (Ali & Aysan, 2025). This divergence in behavioral intent raises an essential question: What 

factors influence users’ willingness to disclose personal information to generative AI systems? Addressing this 

question is critical for ensuring the responsible and ethical deployment of AI in human-centered applications. 

One of the key psychological factors influencing disclosure decisions is trust in generative AI, defined as the belief 

that generative AI systems are competent, reliable, and act with integrity (Choung et al., 2023). Trust is 

foundational in human–technology interactions, particularly when users engage with AI systems exhibiting 

autonomy and empathy (Choi & Zhou, 2023). Moreover, perceived autonomy in generative AI refers to the extent 

to which users believe the system operates independently and makes decisions effectively (Dahlin, 2024), while 

perceived empathy reflects generative AI users’ perception about AI’s ability to understand and respond to users’ 

emotions in a human-like manner (Yang et al., 2025). Both attributes significantly shape user perceptions, 

potentially enhancing trust in generative AI platforms. However, the presence of privacy concerns often acts as a 

counterforce, discouraging self-disclosure even when users perceive the generative AI as autonomous or 

empathetic (Gieselmann & Sassenberg, 2023). Given this dual influence, a comprehensive framework is necessary 

to examine how perceived autonomy and empathy drive trust and privacy concerns, ultimately shaping behavioral 

intent to disclose personal information. 

The Extended Technology Acceptance Model (ETAM) provides a coherent theoretical foundation for studying 

disclosure in generative AI (M. Ma, 2025). While the original Technology Acceptance Model (TAM) emphasizes 

perceived usefulness and ease of use as the primary drivers of adoption, it does not account for relational and 

affective factors that are increasingly important in AI-mediated interactions (Shahzad et al., 2024). ETAM addresses 

these limitations by incorporating external variables such as trust and privacy concerns, thereby extending TAM 

to contexts where perceptions of risk and social connection are central (Wang et al., 2024). For example, Ursavaş 

et al. (2025) applied ETAM to examine generative AI adoption, introducing subjective norms, perceived enjoyment, 

self-efficacy, and compatibility as external factors, thereby demonstrating the model’s flexibility in accommodating 

context-specific variables.  

Building on this approach, the present study situates perceived autonomy and perceived empathy as antecedents 

of trust and privacy concerns. Drawing on this, autonomy corresponds to ability, users’ belief that generative AI 

can act competently and independently (Shukla et al., 2024), while empathy reflects benevolence, the AI’s capacity 

to demonstrate concern and responsiveness (Inzlicht et al., 2024). By extending ETAM with these constructs, this 

study offers a more comprehensive framework for explaining disclosure decisions in generative AI, where 

judgments go beyond technical performance to include cognitive, emotional, and ethical considerations  

(Kayser & Gradtke, 2024). 

While existing literature has extensively examined trust in generative AI and privacy concerns independently, 

research exploring their combined mediating effects on AI-driven disclosure decisions remains limited. Prior 

studies on AI trustworthiness have focused on explainability, transparency, and algorithmic fairness, but fewer 

have investigated how perceived autonomy and empathy uniquely shape user trust. Additionally, privacy calculus 

theory suggests that individuals weigh risks and benefits before disclosing personal information, yet this trade-off 

is rarely examined in the context of generative AI platforms. Recent studies show generative AI adoption is 

accelerating worldwide, from U.S. consumers’ social media engagement (Brüns & Meißner, 2024) to organizational 

use in Saudi firms (Albishri et al., 2025) and European communication sectors (Cusnir & Nicola, 2024). Despite 

these advances, empirical research on Chinese users’ disclosure behaviors remains scarce. Given China’s 

leadership in AI adoption, understanding local trust and privacy concerns in generative AI-driven interactions is 

crucial (Yu & Zhai, 2024). 

This study addresses existing gaps by empirically testing a model that integrates perceived autonomy, perceived 

empathy, trust in AI, and privacy concerns within the ETAM framework. The focus is on users of text-based 

generative AI systems, such as ChatGPT, DeepSeek, and Doubao, which are widely used conversational and 

content-generation agents. As some of the most adopted forms of generative AI, these systems provide a suitable 

context for examining disclosure behaviors. The study advances theoretical understanding and offers practical 

insights for AI ethics, platform design, and regulation, ensuring that user trust is balanced with privacy safeguards. 

  



Literature Review 

The Extended Technology Acceptance Model (ETAM) 

The Technology Acceptance Model (TAM) has long provided a foundation for studying technology adoption, 

focusing on perceived usefulness and ease of use as key predictors of behavioral intention. While influential, TAM 

has been criticized for its narrow focus on functional evaluations, overlooking broader psychological, social, and 

ethical aspects of technology acceptance (Kayser & Gradtke, 2024). To address these gaps, the Extended 

Technology Acceptance Model (ETAM) incorporates external variables, such as trust, risk, or social influence, that 

reflect context-specific concerns beyond usability (Y. Liu & Mensah, 2024). This extension allows researchers to 

account for cognitive, emotional, and ethical factors that shape technology use in complex environments. 

Recent studies highlight ETAM’s flexibility in adapting to emerging technologies. Research conducted by Ursavaş 

et al. (2025) extended TAM to generative AI by adding subjective norms, perceived enjoyment, self-efficacy, and 

compatibility as external factors. Similarly, Mu et al. (2024) demonstrated in autonomous driving systems that 

external factors like economic benefits and technological stability significantly influenced adoption, showing that 

user judgments extend beyond technical performance. Moreover, Hou et al. (2024) applied ETAM in healthcare, 

illustrating the importance of trust and perceived risk in shaping older adults’ engagement with AI health agents. 

Together, these studies confirm that ETAM provides a broad framework rather than prescribing fixed constructs. 

Building on this perspective, the present study introduces perceived autonomy and perceived empathy as external 

variables particularly relevant for generative AI disclosure. Drawing on trust theory, autonomy corresponds to 

ability, reflecting competence and independent functioning (Shukla et al., 2024), while empathy represents 

benevolence, reflecting concern and responsiveness like humans (Inzlicht et al., 2024). Integrating these constructs 

as external factors into ETAM enables a more comprehensive account of user disclosure decisions, where 

judgments involve not only performance but also relational and ethical considerations (Mustofa et al., 2025).  

Perceived Autonomy and Empathy in AI-Driven Self-Disclosure 

The growing reliance on generative artificial intelligence (AI) has intensified discussions on the psychological 

factors that drive user engagement and self-disclosure. As generative AI systems become more sophisticated, 

users interact with them in ways that mirror human relationships, making perceived autonomy and perceived 

empathy critical in shaping behavioral intent (D. Chen et al., 2024). Understanding how these factors influence 

self-disclosure is essential for optimizing AI design and ensuring ethical interactions. The Extended Technology 

Acceptance Model (ETAM) provides a robust theoretical framework for examining how these perceptions influence 

users' willingness to disclose personal information, particularly by integrating trust and perceived risk into the 

traditional technology acceptance paradigm (M. Ma, 2025). 

Perceived autonomy refers to the extent to which users believe generative AI operates independently, 

demonstrating intelligent decision-making and adaptability. When a generative AI exhibits autonomy, users are 

more likely to perceive it as competent, reliable, and capable of meaningful interaction (London & Heidari, 2024). 

Prior research on human-computer interaction suggests that autonomy enhances trust, a key determinant of user 

engagement (Capiola et al., 2023). Studies in social robotics and conversational agents indicate that users prefer 

systems that exhibit a degree of independence in their responses, as such features contribute to perceived 

intelligence and credibility (Dong & Wu, 2025). Autonomy fosters the perception that generative AI understands 

and aligns with user intentions, reducing uncertainty and increasing comfort in sharing personal information 

(Totschnig, 2020). This aligns with ETAM, where trust in technology strengthens behavioral intent by mitigating 

perceived risks (Y. Liu & Mensah, 2024). In self-disclosure contexts, individuals often assess whether the recipient, 

human or AI, a process and respond appropriately to shared information. If a generative AI is perceived as 

autonomous, users may believe it is capable of handling personal disclosures meaningfully, reinforcing the 

likelihood of engagement (S. Zhang et al., 2024). 

Similarly, perceived empathy plays a pivotal role in fostering user-AI relationships. It means users’ view, the 

generative AI's ability to understand, predict, and respond to human emotions, creates a sense of connection and 

psychological safety (Yang et al., 2025). Human interaction literature emphasizes that empathy reduces 

interpersonal barriers and increases willingness to share personal thoughts and feelings (W. B. Kim & Hur, 2024). 

Studies on AI-mediated communication suggest that when AI exhibits empathetic behavior, such as responding in 



emotionally appropriate ways or acknowledging user emotions—individuals perceive it as more trustworthy and 

relatable (Gong & Su, 2025). This is particularly relevant in AI-driven mental health platforms and customer service 

applications, where empathetic responses enhance user satisfaction and disclosure intent (Z. Zhang & Wang, 

2024). Within the ETAM framework, perceived empathy strengthens trust and reduces perceived risk, aligning with 

findings that emotional intelligence in AI positively influences adoption and sustained engagement (Coker & 

Thakur, 2024). Users who perceive generative AI as empathetic may feel understood and supported, reducing 

their hesitation to disclose personal information. On the basis of this, we propose the following hypotheses: 

H1: Perceived autonomy of generative AI positively influences behavioral intent to disclose personal information. 

H2: Perceived empathy of generative AI positively influences behavioral intent to disclose personal information.  

Perceived Autonomy, Trust, and Privacy Concerns in Generative AI 

Trust has emerged as a critical determinant of user engagement with generative AI, and perceived autonomy plays 

a central role in shaping this trust. Autonomy reflects the extent to which users believe the system can operate 

intelligently and independently (Piller et al., 2024). While trust is understood as users’ belief in the system’s 

competence, reliability, and integrity (Choung et al., 2023). Prior research in human–AI interaction suggests that 

autonomy signals control and capability, enhancing perceptions of dependability and fairness (Hsieh & Lee, 2024; 

Shukla et al., 2024). Importantly, users often attribute anthropomorphic qualities to generative AI systems, 

perceiving them as human-like in their reasoning or decision-making (Xie et al., 2023). This anthropomorphism 

reinforces the impression of autonomy, thereby strengthening trust (Alabed et al., 2022). Within the Extended 

Technology Acceptance Model (ETAM), autonomy functions as an external variable that reduces uncertainty and 

increases user confidence in the system’s ability to perform tasks effectively without constant human oversight 

(Kelly et al., 2023). By linking autonomy to generative AI contexts, its importance as a trust antecedent becomes 

clearer and more convincing. 

At the same time, perceived autonomy may also influence users’ privacy concerns, albeit in a different direction. 

Privacy concerns arise when users feel a lack of control over their data, fearing misuse or unauthorized access 

(Dahlin, 2024). However, when generative AI is seen as autonomous, users may perceive it as less reliant on 

intrusive data collection and more capable of processing requests securely (Andreoni et al., 2024). Previous 

research on technology adoption has shown that users are less concerned about privacy risks when they believe 

a system operates transparently and independently (Vimalkumar et al., 2021). If generative AI is viewed as having 

the ability to function without constant human intervention, users may feel more comfortable sharing information, 

assuming that the system is designed to protect their privacy rather than exploit their data (Abdulai, 2025). This 

aligns with ETAM, where trust-related factors mitigate risk perceptions, influencing user attitudes toward 

disclosure (Ali & Aysan, 2025). 

Despite extensive research on trust in technology, a gap remains in understanding how perceived autonomy 

operates within generative AI. Unlike traditional AI or automated systems designed for fixed, rule-based tasks, 

generative AI produces open-ended, creative, and often unpredictable outputs. This unpredictability introduces 

higher uncertainty, making user judgments about autonomy more complex than in prior contexts (Banh & Strobel, 

2023). Existing studies link autonomy primarily to efficiency and usability (L. Chen et al., 2022), yet in generative 

AI, autonomy may simultaneously strengthen trust while heightening or alleviating privacy concerns (Hermann & 

Puntoni, 2025). Investigating this dual role is essential for clarifying disclosure intentions in generative AI 

environments. Therefore, we propose the following hypotheses: 

H3: Perceived autonomy of generative AI positively influences trust in generative AI. 

H4: Perceived autonomy of generative AI negatively influences privacy concerns. 

Perceived Empathy, Trust, and Privacy Concerns in Generative AI 

Empathy is a fundamental antecedent of trust in interpersonal relationships because it fosters connection, 

reduces perceived risks, and signals benevolence (Ringwald & Wright, 2021). Extending this logic to generative AI, 

perceived empathy refers to users’ impression of the system’s ability to recognize, understand, and respond to 

their emotions, which emerges as a critical determinant of trust. (Yang et al., 2025). When users perceive 

generative AI as empathetic, they believe it acknowledges their needs and concerns, thereby creating a sense of 

emotional security and reliability (Gong & Su, 2025). Human–AI interaction studies further suggest that empathetic 



responsiveness strengthens engagement and makes systems appear more trustworthy (Hsieh & Lee, 2024). 

Importantly, users often attribute anthropomorphic qualities to generative AI, perceiving its empathetic behavior 

as evidence of human-like understanding, which further reinforces trust (Gu et al., 2024). Similarly, research 

conducted by N. Ma et al. (2025) finds that the more empathetic an AI system appears, the more users assign it 

human-like qualities, which in turn enhances trust. Within the Extended Technology Acceptance Model (ETAM), 

empathy functions as an external factor that reduces uncertainty and deepens relational perceptions, making 

trust a pivotal mediator of user behavior (An et al., 2023). 

Beyond trust, perceived empathy also influences privacy concerns, often in a paradoxical manner. On one hand, 

empathetic generative AI responses can make users feel valued and understood, reinforcing positive engagement. 

On the other hand, high levels of empathy may raise concerns about how much personal data the AI system is 

processing to generate such human-like responses (Karami et al., 2025). Users might question whether the 

generative AI has excessive access to their data or is capable of emotional manipulation, leading to heightened 

privacy concerns. However, when empathy is perceived positively, where users believe the system’s responses are 

ethical and non-intrusive, it can reduce privacy anxieties by signaling that the AI respects user boundaries rather 

than exploiting sensitive information (Constantinides et al., 2024). Prior research suggests that transparency in AI-

driven interactions moderates this effect, where empathetic AI that clearly communicates its data usage policies 

mitigates privacy concerns (Xu et al., 2025). Within ETAM, perceived risk and trust are opposing forces, and 

empathy contributes to trust enhancement while simultaneously alleviating concerns about data security  

(Coker & Thakur, 2024). 

Despite extensive research on trust in AI, the interplay between perceived empathy, trust, and privacy concerns 

in generative AI remains underexplored. Earlier AI and chatbots primarily relied on scripted, rule-based responses, 

whereas generative AI produces emotionally nuanced outputs by incorporating complex emotional intelligence, 

enabling richer interactions through understanding and responding to emotions (Belainine et al., 2020). These 

unique features heighten both trust-building potential and privacy concerns, making it essential to examine 

empathy’s role in this new context. Based on this, we propose the following hypotheses: 

H5: Perceived empathy of generative AI positively influences trust in generative AI. 

H6: Perceived empathy of generative AI negatively influences privacy concerns. 

Trust, Privacy Concerns, and Disclosure Intent in Generative AI 

Trust plays a central role in determining users' behavioral intent to disclose personal information. When users 

trust a system, they are more likely to share sensitive data, believing that the system will handle it responsibly and 

securely (Li et al., 2024). In the case of generative AI, users who trust the platform are more inclined to provide 

personal information, as they believe the system can process and respond appropriately to their inputs. Trust 

reduces uncertainty, creating a sense of safety in disclosing sensitive data (Gupta & Mukherjee, 2025). Prior 

research in the fields of online platforms and digital communication has consistently demonstrated that trust 

significantly influences self-disclosure behaviors, as users are more likely to engage in activities such as sharing 

personal information when they perceive the system as reliable and secure (Oesterreich et al., 2025). Within the 

Extended Technology Acceptance Model (ETAM), trust is a critical external factor that mediates the relationship 

between perceived system characteristics (such as autonomy and empathy) and user behavior (Hou et al., 2024). 

When trust is established, it facilitates positive intentions, including disclosure behaviors, making it a crucial 

mediator in the context of generative AI (D. Kim et al., 2024). 

However, despite the importance of trust, privacy concerns act as a significant barrier to users’ willingness to 

disclose personal information. Privacy concerns arise when users feel that their personal data is at risk of misuse 

or unauthorized access (Shin et al., 2025). In the context of generative AI, users may hesitate to share sensitive 

information if they perceive the platform as vulnerable to data breaches or misuse. Research has shown that 

higher privacy concerns are negatively correlated with disclosure intent, as users tend to withhold personal 

information from platforms they deem unsafe or untrustworthy (Huynh, 2024). Generative AI platforms, despite 

their increasing sophistication, are not immune to privacy concerns, particularly as users are becoming more 

aware of the risks associated with digital data sharing (D. Kim et al., 2024). The ETAM framework helps explain this 

relationship, where privacy concerns can act as a counteracting force to trust, reducing the likelihood of disclosure 

even if the system is perceived as reliable (Y. Chen et al., 2023). When users are concerned about the privacy of 



their data, their trust in the platform’s intentions and capabilities may not be enough to overcome these fears 

(Shin et al., 2025). On the basis of this, we propose the following hypotheses: 

H7: Trust in generative AI positively influences behavioral intent to disclose personal information. 

H8: Privacy concerns negatively influence behavioral intent to disclose personal information on generative AI 

platforms. 

Trust as a Mediator in Behavioral Intent to Disclose on Generative AI 

Trust is a key mediator in the relationship between perceived autonomy and behavioral intent to disclose personal 

information in the context of generative AI (Lalot & Bertram, 2024). When users perceive autonomy in an AI system, 

believing it operates independently and makes informed decisions—they are more likely to trust it. Trust, in turn, 

strengthens the likelihood that users will disclose personal information. Perceived autonomy signals that the 

system is competent and reliable, two characteristics essential for fostering trust in technology (Afroogh et al., 

2024). Extended Technology Acceptance Model (ETAM) posits that external factors, such as trust, influence users’ 

intentions and behaviors. Trust in generative AI can reduce uncertainty, allowing users to feel more comfortable 

sharing personal information, as they believe the AI will handle their data responsibly and securely (Cao & Peng, 

2025). Autonomy can thus increase trust, which, in turn, enhances the intention to disclose, making trust a crucial 

mediator in this process. Studies on technology adoption and trust dynamics have consistently shown that 

perceived autonomy boosts user trust, which mediates disclosure behaviors, indicating the importance of trust as 

a psychological mechanism driving self-disclosure intentions (Janson & Barev, 2026). 

Similarly, perceived empathy also influences trust and subsequently impacts disclosure behavior. When users 

perceive that generative AI is empathetic, capable of understanding and responding to their emotions, they are 

more likely to trust the platform, believing it will act in their best interests. Empathy enhances user engagement 

and makes the AI appear more human-like, reducing emotional barriers to disclosure (Seok et al., 2025). Trust, as 

a mediator, plays a pivotal role in translating perceived empathy into behavioral intent (Pelau et al., 2024). 

According to ETAM, trust in technology is shaped by external factors such as empathy, and this trust influences 

user intentions (Hou et al., 2024). The trust-empathy-disclosure pathway highlights how empathetic behaviors of 

the AI encourage a sense of relational closeness, leading to greater willingness to share personal information 

(Safdari, 2025). When users feel emotionally connected to the system, their trust in it increases, thereby mediating 

the relationship between empathy and the intention to disclose personal data (Jeon, 2024). This underscores the 

importance of trust in enhancing the impact of perceived empathy on disclosure intentions. On the basis of this, 

we propose the following hypotheses: 

H9a: Trust in generative AI mediates the relationship between perceived autonomy and behavioral intent to 

disclose personal information. 

H9b: Trust in generative AI mediates the relationship between perceived empathy and behavioral intent to 

disclose personal information. 

Privacy Concerns as a Mediator in Behavioral Intent to Disclose on Generative AI 

Privacy concerns can mediate the relationship between perceived autonomy and behavioral intent to disclose 

personal information in generative AI platforms. Perceived autonomy refers to the belief that the generative AI 

operates independently, which generally enhances trust and increases the willingness to share personal data (Pan 

et al., 2025). However, even if autonomy increases trust, privacy concerns can act as a barrier. Users may be 

cautious about disclosing personal information if they fear that the AI system could misuse or inadequately protect 

their data (Prunkl, 2024). Extended Technology Acceptance Model (ETAM) suggests that external factors, such as 

privacy concerns, can influence behavioral intent by either facilitating or inhibiting the disclosure process (Y. Liu & 

Mensah, 2024). In this context, if users perceive generative AI autonomy as providing security and reducing risks 

to their data, they may be more likely to disclose information. However, when privacy concerns remain high, these 

concerns may override the trust in autonomy, preventing disclosure (Huynh, 2024). This mediation emphasizes 

the crucial role of privacy concerns in determining how perceived autonomy affects disclosure behavior. 

Perceived empathy in generative AI can influence privacy concerns, mediating the relationship between empathy 

and behavioral intent to disclose personal information (Asman et al., 2025). Empathetic AI, which understands and 

responds to human emotions, fosters trust and emotional safety. However, users may still hesitate to disclose 



personal data due to privacy concerns (Chung & Kang, 2023). According to ETAM, privacy concerns moderate the 

impact of trust and empathy on behavioral intentions. Even when users feel emotionally supported, privacy 

concerns can suppress data sharing (Lu & Wang, 2022). If generative AI’s empathetic responses are perceived as 

ethical and transparent, privacy concerns may decrease, encouraging disclosure (Coker & Thakur, 2024). Thus, 

while empathy can enhance disclosure likelihood, its effect depends on mitigating privacy concerns, which can 

either facilitate or hinder the process. Based on this, we propose the following hypotheses: 

H10a: Privacy concerns mediate the relationship between perceived autonomy and behavioral intent to disclose 

personal information. 

H10b: Privacy concerns mediate the relationship between perceived empathy and behavioral intent to disclose 

personal information. 

Figure 1. Hypothesized Conceptual Model. 

 

Methods 

Information of Study Samples 

The study gathered data from a diverse group of generative AI platform users across China, ensuring participants 

were representative of various geographic and demographic groups. A target sample size of 1,100 participants 

was chosen based on a 95% confidence level and a 5% margin of error. To include only relevant respondents, the 

survey began with a screening question to confirm participants actively used generative AI platforms. Only those 

who affirmed their usage proceeded, ensuring all had direct experience with generative AI systems. 

To ensure data quality, a screening question was placed at the beginning of the survey asking whether participants 

used text-based generative AI applications (e.g., ChatGPT, DeepSeek, Doubao); only users answering yes 

proceeded. Additional attention checks were incorporated, including an illogical item (e.g., Do you study for 50 

hours a day?) and a control item requiring a specific response (e.g., disagree). Respondents failing these checks or 

completing the survey in under 180 seconds were excluded. These procedures improved reliability, yielding a final 

valid sample of 1,034 generative AI users. 

To ensure the sample represented various regions of China, a quota sampling method was used, adjusted based 

on data from the 7th National Population Census (2021). The sample was distributed across seven regions, 

following population proportions: Northwest China (7.34%), Southwest China (14.55%), Central China (15.86%), 

North China (12.01%), South China (13.21%), East China (30.04%), and Northeast China (6.99%). 



In addition to regional balance, the sample was stratified by demographic factors, including age, gender, income, 

time spent using generative AI in the past week, and overall AI experience. This ensured a representative sample 

geographically and socioeconomically, with various engagement levels. The combination of demographic and 

regional diversity strengthens the generalizability of the study’s findings. A detailed breakdown of the sample's 

demographic details is provided in Table 1. 

Table 1. Basic Information of Samples. 

 Categories N Percent 

Gender 
Male 521 50.39 

Female 513 49.62 

Age 

19 Years or Below 13 1.27 

20–29 Years 416 40.23 

30–39 Years 451 43.62 

40–49 Years 96 9.28 

50–59 Years 54 5.22 

60 Years or Above 04 0.38 

Education 

Primary or Junior High School 05 0.49 

High, Technical, or Vocational School 29 2.80 

Associate Degree 71 6.86 

Bachelor's Degree 711 68.76 

Master's or Doctorate Degree 218 21.00 

Region 

North China 124 12.01 

Northeast China 71 6.90 

South China 137 13.21 

Central China 164 15.86 

East China 311 30.04 

Northwest China 76 7.34 

Southwest China 151 14.55 

Annual Income 

Below 10,000 CNY 78 7.54 

10,000–50,000 CNY 84 8.12 

60,000–100,000 CNY 197 19.06 

100,000–150,000 CNY 297 28.72 

150,000–200,000 CNY 232 22.44 

Above 210,000 CNY 146 14.12 

Gen AI Usage Per Day 

Less than 5 minutes 12 1.16 

05–10 minutes 71 6.87 

11–30 minutes 217 20.98 

31–60 minutes 275 26.60 

01–03 hours 317 30.66 

03–05 hours 103 9.96 

More than 5 hours 39 3.77 

Using Gen AI Since 

Last month 26 2.51 

1–3 months ago 41 3.97 

4–6 months ago 77 7.45 

7–12 months ago 224 21.66 

1–2 years ago 435 42.07 

More than 2 years ago 231 22.34 

 Total 1,034 100% 

 



Data Collection 

Participants for this study were recruited through Credamo, a well-known paid data collection platform widely 

used in China, over a two-day period from January 16 to January 17, 2025. Credamo is employed by researchers 

from over 3,000 universities globally and offers access to a diverse respondent pool of more than 1.5 million users. 

Similar to platforms like Qualtrics and Amazon Mechanical Turk (MTurk), Credamo provides a wide range of 

participants from different age groups, geographic regions, and professional backgrounds. This platform was 

selected for its strong data validation processes, accurate targeting capabilities, and integrated statistical tools, 

making it a reliable choice for academic research (Z. Chen et al., 2024).  

As the survey scales were adopted from published English research papers, a native Chinese speaker proficient in 

English translated the items into Chinese to ensure linguistic and conceptual equivalence. The survey was then 

administered in Chinese, the primary language for education and official communication in China, to ensure that 

all respondents could clearly understand the questions. All items were measured using a five-point Likert scale 

ranging from 1 (strongly disagree) to 5 (strongly agree). In addition, the detailed survey measurement scale, including 

both the original English items and their Chinese translations, is provided in Table 1 in the Appendix for reference. 

Before participating, respondents were provided with detailed information about the study’s objectives, their 

rights, and measures for ensuring data confidentiality. They were assured that their responses would remain 

anonymous, participation was voluntary, and they could withdraw at any time without facing any negative 

consequences. This ethical approach helped build trust and engagement, which ultimately contributed to the 

accuracy and reliability of the collected data. 

Composite Reliability and Validity of Measurement Scale 

To ensure the accuracy and reliability of the measurement model, we evaluated both construct reliability and 

validity based on established guidelines by (Fornell & Larcker, 1981). Composite reliability (rho_c) was used to 

assess the internal consistency of each construct, with a threshold of .70 being considered acceptable by (S. Liu & 

Wang, 2016) for ensuring that the constructs are reliable and consistent. The results confirmed that all constructs 

exceeded this threshold, with composite reliability values ranging from .730 to .948, indicating a high degree of 

internal consistency across the constructs. Additionally, Cronbach’s Alpha coefficients, which further assess the 

reliability of the constructs, were all above .70, further supporting the stability and consistency of the 

measurement scale (Fornell & Larcker, 1981). These findings demonstrate that the measurement items within 

each construct consistently measure the intended concepts, reinforcing the reliability of the scales used in this 

study. 

In addition to assessing reliability, we examined the average variance extracted (AVE) and factor loadings to ensure 

the validity of the measurement model. According to Fornell and Larcker (1981) and Hair et al. (2014), an AVE value 

above .50 indicates that a construct captures more than half of the variance in its indicators, suggesting that the 

construct is valid and meaningfully represents the underlying concept. In this study, all AVE values ranged from 

.532 to .826, exceeding the .50 threshold, which confirms that the constructs effectively capture the intended 

variance. Moreover, the factor loadings for all items were above .70, demonstrating strong convergent validity 

(Hair et al., 2014), which means that each item is strongly associated with its respective construct. These results 

further support the conclusion that the measurement model is valid and that the constructs used in this study are 

valid representations of the theoretical concepts they are meant to measure. 

Overall, the results from the composite reliability, Cronbach’s Alpha, AVE, and factor loadings analyses confirm 

that the measurement model is both reliable and valid. The detailed results for these assessments are provided 

in Table 2 in appendix, which illustrates the strong internal consistency and convergent validity of the constructs. 

These findings further support the robustness of the measurement model, ensuring that the constructs effectively 

represent the underlying theoretical concepts, as emphasized by Hair et al. (2014) and Fornell and Larcker (1981). 

To assess discriminant validity, both the Heterotrait-Monotrait (HTMT) ratio and the Fornell-Larcker Criterion were 

used, following established guidelines. The HTMT ratios in this study ranged from .496 to .816, all falling below the 

threshold of .85 recommended by Henseler et al. (2015) and Benitez et al. (2020). This indicates that the constructs 

are sufficiently distinct, with no significant overlap between the measured variables. These results confirm the 

discriminant validity of the constructs, ensuring that each variable captures a unique aspect of the theoretical 

framework. 



Additionally, the Fornell-Larcker Criterion was applied, which requires that the square root of the Average Variance 

Extracted (AVE) for each construct be greater than the correlations between that construct and the other 

constructs (Fornell & Larcker, 1981). The results confirm that this criterion is met, further supporting the 

discriminant validity of the measurement model. Table A3 in appendix shows the results in detail. 

Testing Model Fit 

The model fit for the estimated model was assessed using multiple indicators to ensure it met the necessary 

criteria for a good fit. The results show a strong model fit, with an SRMR value of .031, which is well below the 

recommended threshold of .08, indicating minimal discrepancy between the observed and predicted correlations. 

The Normed Fit Index (NFI) for the estimated model is .959, which exceeds the commonly accepted cutoff of .90, 

further confirming the validity of the model. Additionally, the Root Mean Square Error of Approximation (RMSEA) 

value of .045 falls within the acceptable range, suggesting that the model provides an accurate and reliable fit to 

the data. These results collectively indicate that the estimated model effectively represents the relationships 

among the constructs and fits the data well. 

Results 

Descriptive and Correlation Analysis 

The descriptive statistics in Table 2 provide an overview of the core variables. Perceived Autonomy (PAU) showed 

a moderate mean (M = 3.47, SD = 0.95), while Perceived Empathy (PE; M = 4.13, SD = 0.54) and Trust in Generative 

AI (TGA; M = 4.06, SD = 0.50) indicated relatively higher levels. Privacy Concerns (PC) had the lowest mean (M = 3.03, 

SD = 1.24), suggesting moderate concern, while Behavioral Intent to Disclose (BID; M = 3.43, SD = 0.91) reflected 

moderate disclosure intentions. Skewness and kurtosis values were within acceptable ranges, indicating 

approximate normality. 

The correlation analysis revealed significant relationships consistent with the conceptual model. BID was positively 

correlated with PAU (r = .500), PE (r = .510), and TGA (r = .540), suggesting that higher perceptions of autonomy, 

empathy, and trust increase disclosure intentions. PAU and PE were positively correlated (r = .392), while TGA and 

PC were negatively correlated (r = −.548), indicating that higher trust is associated with lower privacy concerns. 

Overall, the descriptive and correlational results confirm a coherent relationship structure, supporting the study’s 

conceptual model and suitability for hypothesis testing. 

Table 2. Descriptive and Correlation Analysis of the Core Variables. 

Variables Mean SD Skewness Kurtosis 1 2 3 4 5 

1 PAU 3.47 0.958 −0.547 −0.797 0     

2 PE 4.13 0.543 −1.042 1.489 .392** 0    

3 TGA 4.06 0.502 −1.267 1.800 .412** .591** 0   

4 PC 3.03 1.244 −0.089 −1.643 −.450** −.461** −.548** 0  

5 BID 3.43 0.918 −0.475 −0.791 .500** .510** .540** −.733** 0 

Measurement of Structural Model 

The findings in table 3 indicate that Perceived Autonomy positively influences Behavioral Intent to Disclose with a 

path coefficient of β = .160, t = 6.511, and p < .001, confirming that as users perceive generative AI as more 

autonomous, they are more likely to disclose personal information. This supports Hypothesis 1, highlighting the 

positive relationship between perceived autonomy and disclosure intentions. Similarly, Perceived Empathy 

positively influences Behavioral Intent to Disclose with a path coefficient of β = .143, t = 4.864, and p < .001, 

confirming Hypothesis 2. The results show that users who perceive generative AI as more empathetic tend to 

disclose personal information more willingly. 

Perceived Autonomy also positively influences Trust in Generative AI with a path coefficient of β = .215, t = 7.532, 

and p < .001, supporting Hypothesis 3. This suggests that greater perceived autonomy in generative AI platforms 

strengthens user trust in those systems. On the other hand, Perceived Autonomy negatively influences Privacy 



Concerns with a path coefficient of β = −.322, t = 10.456, and p < .001, confirming Hypothesis 4. As users perceive 

generative AI as more autonomous, their concerns about privacy tend to decrease. 

Perceived Empathy positively influences Trust in Generative AI with a path coefficient of β = .504, t = 17.002, and 

p < .001, confirming Hypothesis 5. This highlights the role of empathy in fostering trust in generative AI. Similarly, 

Perceived Empathy negatively influences Privacy Concerns with a path coefficient of β = −.335, t = 12.312, and 

p < .001, confirming Hypothesis 6. As users perceive generative AI as more empathetic, their privacy concerns tend 

to decrease. 

Trust in Generative AI positively influences Behavioral Intent to Disclose with a path coefficient of β = .095, 

t = 2.890, and p = .004, confirming Hypothesis 7. This suggests that higher trust in generative AI increases the 

likelihood of disclosing personal information. Lastly, Privacy Concerns negatively influence Behavioral Intent to 

Disclose with a path coefficient of β = −.541, t = 19.205, and p < .001, confirming Hypothesis 8. Higher privacy 

concerns significantly reduce the likelihood of disclosing personal information to generative AI. 

Table 3. Results of Direct Effects. 

Relationships β SD t-value p-values Result 

H1 Perceived Autonomy --> Behavioral Intent to Disclose .160 0.025 6.511 <.001 Significant 

H2 Perceived Empathy --> Behavioral Intent to Disclose .143 0.029 4.864 <.001 Significant 

H3 Perceived Autonomy --> Trust in Generative AI .215 0.029 7.532 <.001 Significant 

H4 Perceived Autonomy --> Privacy Concerns −.322 0.031 10.456 <.001 Significant 

H5 Perceived Empathy --> Trust in Generative AI .504 0.030 17.002 <.001 Significant 

H6 Perceived Empathy --> Privacy Concerns −.335 0.027 12.312 <.001 Significant 

H7 Trust in Generative AI --> Behavioral Intent to Disclose .095 0.033 2.890 .004 Significant 

H8 Privacy Concerns --> Behavioral Intent to Disclose −.541 0.028 19.205 <.001 Significant 

Note. *p < .05; **p < .01; ***p < .001 

 

Figure 2. Path Analysis of Structural Model. 

 

The structural equation modeling results provide strong support for the mediating hypotheses tested in this study 

(Table 4). Perceived Autonomy indirectly influenced Behavioral Intent to Disclose through both Trust in Generative 

AI and Privacy Concerns. Specifically, higher perceptions of autonomy increased user trust (β = .020, t = 2.589, 

p = .010) and reduced privacy concerns (β = .174, t = 9.200, p < .001), which in turn enhanced disclosure intentions. 



Since the direct effect of perceived autonomy on disclosure remained significant, these findings indicate partial 

mediation, with autonomy shaping trust and reducing privacy fears that jointly facilitate willingness to share 

personal information. 

Parallel effects were observed for Perceived Empathy. Empathy indirectly influenced Behavioral Intent to Disclose 

through Trust in Generative AI (β = .048, t = 2.851, p = .004) and Privacy Concerns (β = .181, t = 10.103, p < .001). 

Users who perceived generative AI systems as empathetic reported stronger trust and reduced privacy concerns, 

both of which contributed to greater disclosure. As the direct effect of empathy on disclosure also remained 

significant, these results likewise demonstrate partial mediation. 

Taken together, these findings underscore the dual mediating roles of Trust in Generative AI and Privacy Concerns, 

offering a nuanced understanding of how perceptions of autonomy and empathy jointly shape disclosure 

behaviors in generative AI environments. 

Table 4. Specific Indirect Effects.  

Hypothesis β SD t-value p-values 2.50% 97.50% Result 

Perceived Autonomy → Trust in Generative AI 

→ Behavioral Intent to Disclose 
.020 0.008 2.589 .010 .006 .037 

Partial 

Mediation 

Perceived Autonomy → Privacy Concerns  

→ Behavioral Intent to Disclose 
.174 0.019 9.200 <.001 .138 .213 

Partial 

Mediation 

Perceived Empathy → Trust in Generative AI 

→ Behavioral Intent to Disclose 
.048 0.017 2.851 .004 .016 .082 

Partial 

Mediation 

Perceived Empathy → Privacy Concerns  

→ Behavioral Intent to Disclose 
.181 0.018 10.103 <.001 .147 .217 

Partial 

Mediation 

Discussion 

Discussion of Research Findings 

This study applies the Extended Technology Acceptance Model (ETAM) to examine how user perceptions of 

generative AI shape disclosure behaviors. Rather than claiming to fundamentally extend ETAM, our contribution 

lies in contextualizing its framework within generative AI by incorporating Perceived Autonomy and Perceived 

Empathy as external variables that influence trust, privacy concerns, and disclosure intentions. This approach is 

consistent with prior applications of ETAM, where researchers have integrated additional external factors, such as 

subjective norms, enjoyment, and compatibility (Ursavaş et al., 2025), economic benefits and technological stability 

in autonomous driving (Mu et al., 2024), and trust and perceived risk in healthcare AI systems (Hou et al., 2024), to 

account for contextual determinants of technology use. In a similar manner, our study adapts ETAM to the 

disclosure context of generative AI by showing how user judgments about autonomy and empathy affect trust 

and privacy, thereby influencing behavioral intent. 

The findings demonstrate that Perceived Autonomy positively influences Behavioral Intent to Disclose. Users who 

view generative AI as capable of functioning independently are more willing to share personal information 

(Sankaran & Markopoulos, 2021). This aligns with ETAM’s focus on external judgments shaping trust and risk 

assessments, and with prior studies linking autonomy with user engagement (Shukla et al., 2024). Importantly, 

Perceived Autonomy was also negatively associated with Privacy Concerns, suggesting that perceptions of 

competence and independence reduce anxieties about misuse of data. This finding resonates with the broader 

ETAM logic that perceived ability strengthens trustworthiness and mitigates perceived risks (Das et al., 2023). 

Similarly, Perceived Empathy showed a positive relationship with Behavioral Intent to Disclose. Users who perceive 

generative AI as emotionally responsive feel safer and more comfortable disclosing personal information, 

reinforcing arguments that emotional engagement encourages adoption (Gong & Su, 2025). The negative effect 

of Perceived Empathy on Privacy Concerns indicates that relational qualities can reduce anxieties, as users 

interpret empathetic responses as signals of benevolence and ethical handling of data (Safdari, 2025). These 

findings echo prior ETAM applications, where benevolence-related factors such as compatibility and 

responsiveness enhanced trust and reduced resistance (Mustofa et al., 2025). These findings must also be 

interpreted in light of persistent skepticism regarding AI’s ability to authentically comprehend emotions. Although 

users may perceive empathetic responses, such perceptions are shaped by simulation rather than genuine 

understanding, which could explain variations in trust across contexts (Berberich et al., 2020). 



Trust in Generative AI emerged as a critical mediator, consistent with the Extended Technology Acceptance 

Model’s emphasis on trust as a determinant of behavioral outcomes (Robinson-Tay & Peng, 2025). It strengthened 

the pathways from Perceived Autonomy and Perceived Empathy to Behavioral Intent to Disclose, demonstrating 

that both competence- and benevolence-based perceptions enhance user confidence in generative AI (Seok et al., 

2025). Privacy Concerns also mediated these relationships, underscoring that risk perceptions remain central in 

disclosure contexts (Y. Liu et al., 2025). Importantly, since the direct effects of autonomy and empathy on 

disclosure were also significant, the mediation observed was partial. This highlights that trust and privacy concerns 

complement, rather than replace, the direct influence of these perceptions. 

The cultural and contextual dimensions of our findings further underscore ETAM’s adaptability. The sample was 

drawn from China, where rapid adoption of generative AI platforms coexists with distinct privacy norms (Cao & 

Peng, 2025). In collectivist cultures, autonomy may be interpreted less as a threat and more as assurance of system 

reliability (Barnes et al., 2024), explaining why Perceived Autonomy reduced Privacy Concerns more strongly than 

in studies of Western users, who often retain higher levels of privacy anxiety despite autonomous functioning (D. 

Kim et al., 2024). Similarly, the emphasis on relational harmony in Chinese culture may heighten the influence of 

Perceived Empathy in fostering trust and disclosure (Berberich et al., 2020). This indicates that future ETAM 

research should explicitly account for cultural differences in how users value autonomy, empathy, and privacy. 

In sum, the results confirm ETAM’s utility as a flexible framework for analyzing disclosure in generative AI 

environments. By integrating Perceived Autonomy and Perceived Empathy as external factors, this study 

demonstrates that disclosure intentions are shaped not only by functional performance but also by cognitive and 

emotional perceptions of competence, benevolence, trust, and risk. These insights enrich the application of ETAM, 

while also pointing to the importance of cultural context in shaping user behavior toward emerging AI 

technologies. 

Theoretical and Practical Implications 

From a theoretical perspective, this study extends the Extended Technology Acceptance Model (ETAM) by 

highlighting the complex interplay between Perceived Autonomy, Perceived Empathy, Trust, and Privacy Concerns 

in shaping Behavioral Intent to Disclose. By incorporating both cognitive and emotional dimensions, the findings 

enhance the understanding of how external factors like trust and privacy concerns mediate the effects of system 

attributes on user behavior. This broadens ETAM’s applicability to generative AI-driven interactions, offering 

deeper insights into the psychological mechanisms that influence technology adoption and user engagement. 

Practically, these findings suggest that developers of generative AI platforms should focus on fostering both 

autonomy and empathy to build trust and reduce privacy concerns. Emphasizing generative AI’s autonomy can 

alleviate privacy concerns, while empathetic responses can strengthen trust and encourage users to disclose 

personal information. For companies, incorporating these elements into generative AI design can enhance user 

engagement, improve user experience, and increase the likelihood of information sharing, which is essential for 

applications in fields such as healthcare, finance, and customer service.  

Study Limitations and Future Research Directions 

This study has several limitations. The sample was restricted to generative AI users in China, which may limit the 

generalizability of the findings. Future research should therefore extend to more diverse cultural contexts. The 

reliance on self-reported data may also introduce potential biases, suggesting that objective measures of 

disclosure behaviors would enhance validity. Additionally, the study focused on text-based generative AI systems, 

such as ChatGPT, DeepSeek, and Claude, given their prominence in disclosure contexts. While appropriate, this 

focus may not generalize to other modalities such as image or video generators. Individual differences (e.g., 

personality traits, prior AI experience) and additional system attributes (e.g., transparency) also warrant further 

exploration. 

Future research could enhance operability by selecting cross-cultural samples from Southeast Asia, Europe, and 

the United States, enabling comparative insights across regions. Longitudinal tracking methods, such as observing 

disclosure behaviors over six months, and integrating platform background data to validate self-reported 

measures, would provide stronger empirical support for the conclusions. 



Conclusion 

In conclusion, this study explores the impact of Perceived Autonomy and Perceived Empathy on Behavioral Intent 

to Disclose personal information in generative AI platforms. The findings indicate that both autonomy and 

empathy positively influence disclosure intentions, with Trust in Generative AI and Privacy Concerns acting as 

significant mediators. Trust plays a key role in linking autonomy and empathy to disclosure behavior, while privacy 

concerns moderate these relationships. These results are consistent with the Extended Technology Acceptance 

Model (ETAM), which highlights the importance of external factors like trust and privacy in shaping technology 

adoption. By extending ETAM, this research underscores the complexity of user behavior in generative AI 

interactions. The study’s significance lies in its contribution to understanding how generative AI attributes 

influence user engagement and disclosure, offering insights for developers to create generative AI systems that 

build trust, reduce privacy concerns, and enhance user willingness to share personal data. 
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Appendix 

Table A1. Survey Questionnaire/Measurement Scale. 

Variable Items Chinese Translation Source 

Perceived 

Autonomy  

I believe that Generative AI can sense its 

environment and perform tasks without external 

guidance. 

我认为生成式人工智能能够感知其所处

环境，并在无需外部指导的情况下执行

任务。 

(Hu et al., 2021) 

I feel that Generative AI can independently 

develop plans to accomplish assigned tasks. 

我认为生成式人工智能能够自主制定计

划，以完成被分配的任务。 

I think that Generative AI can execute actions in 

its environment without needing external 

control. 

我认为生成式人工智能能够在其所处环

境中执行操作，且无需外部控制。 

I believe that Generative AI is capable and 

efficient in completing tasks on its own. 

我认为生成式人工智能具备独立完成任

务的能力，且效率较高。 

Perceived 

Empathy  

I think generative artificial intelligence can 

understand me. 
我认为生成式人工智能能够理解我。 

(Charrier et al., 

2019) 

I think generative artificial intelligence can value 

me. 

我认为生成式人工智能能够真正重视我

。 

I think generative artificial intelligence can 

respond to me. 

我认为生成式人工智能能够对我做出回

应。 

Trust in 

Generative 

Artificial 

Intelligence  

I find generative AI to be believable. 我认为生成式人工智能是可信的。 

(Hyun Baek & 

M. Kim, 2023) 

The information provided by generative AI seems 

credible. 

生成式人工智能提供的信息看起来是可

信的。 

I consider generative AI platforms to be 

trustworthy. 

我认为生成式人工智能平台是值得信赖

的。 

I believe the responses generated by these 

platforms are accurate. 
我认为这些平台生成的回复是准确的。 

Privacy 

Concern  

I often think twice before providing my personal 

information to generative AI platforms. 

我在向生成式人工智能平台提供个人信

息前，往往会三思。 

(Menard & Bott, 

2025) 

I am concerned that generative AI platforms 

collect too much personal information. 

我担心生成式人工智能平台收集过多的

个人信息。 

I worry that the personal information I share 

with generative AI might be shared with other 

users. 

我担心自己与生成式人工智能分享的个

人信息可能会被分享给其他用户。 

I am concerned that the personal information I 

provide to generative AI may be used for 

purposes I did not agree to. 

我担心自己向生成式人工智能提供的个

人信息，可能会被用于我未同意的用途

。 

I worry that generative AI platforms lack 

safeguards to protect my personal information. 

我担心生成式人工智能平台缺乏保护我

个人信息的保障措施。 

Behavioral 

Intent to 

Disclose  

I will provide personal information to generative 

AI if required for its functioning. 

若生成式人工智能的运行需要，我会向

其提供个人信息。 

(Malhotra et al., 

2004) 

I will share sensitive data with generative AI 

platforms to receive personalized services. 

为了获得个性化服务，我会向生成式人

工智能平台分享敏感数据。 

I will disclose private details to improve 

interaction quality with generative AI. 

为了提升与生成式人工智能的互动质量

，我会透露私人细节信息。 

I will voluntarily disclose extra information to 

generative AI agents even if not asked. 

即便没有被要求，我也会主动向生成式

人工智能代理透露额外信息。 

 

  



Table A2. Factor Loadings, CR, AVE and VIF. 

  Outer loadings 
Cronbach's 

alpha 

Composite 

reliability (rho_a) 

Composite 

reliability (rho_c) 

Average variance 

extracted (AVE) 

Variance inflation 

factor (VIF) 

PAU1 .849 

.859 .866 .904 .702 

2.021 

PAU2 .844 1.999 

PAU3 .848 2.198 

PAU4 .810 1.945 

PE1 .714 

.710 .762 .773 .532 

1.132 

PE2 .755 1.170 

PE3 .718 1.189 

TGA1 .774 

.729 .730 .831 .552 

1.532 

TGA2 .714 1.318 

TGA3 .741 1.442 

TGA4 .742 1.401 

PC1 .909 

.947 .948 .960 .826 

3.793 

PC2 .909 3.777 

PC3 .917 4.079 

PC4 .894 3.240 

PC5 .917 4.048 

BID1 .859 

.853 .853 .901 .694 

2.177 

BID2 .826 1.903 

BID3 .846 2.090 

BID4 .801 1.706 

 

Table A3. Heterotrait-Monotrait Ratio (HTMT) and Fornell-Larcker Criterion. 

 1 2 3 4 5  BID PAU PC PE TGA 

1 PAU 1     BID .833     

2 PE .562 1    PAU .501 .838    

3 TGA .521 .816 1   PC −.732 −.454 .909   

4 PC .496 .629 .662 1  PE .512 .392 −.461 .729  

5 BID .578 .739 .689 .813 1 TGA .543 .413 −.551 .589 .743 
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