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Introduction

Intelligent voice assistants (IVAs), such as Amazon Alexa and Google Assistant, are voice-based Al systems that
users utilize to obtain daily information, including weather, traffic, and news. However, they also open up
opportunities for companies to deliver persuasive messages (Duggal, 2020; Google, 2024). Al-based persuasion
involves generating, supplementing, or modifying a message by communicative Al entities to influence individuals'
attitudes, behaviors, and intentions in a targeted manner without their awareness (Dehnert & Mongeau, 2022). In
particular, IVAs can influence users at any time and from any location due to their constant presence, which
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increases awareness of their persuasive strategies and potential importance (Buijzen et al., 2010; Carolus,
Augustin, et al., 2023). One persuasive strategy is “anthropomorphism”, in which technologies are endowed with
human-like characteristics to elicit social responses when interacting with users (Guthrie, 1993; Reeves & Nass,
1996). Studies within the “computer are social actors” (CASA) paradigm show that even weak social cues from
technologies are sufficient to elicit unconscious social responses from users. IVAs are perceived as particularly
human due to their use of language, dialogue capabilities, and human-like names (e.g., Alexa, Siri; Couper et al.,
2001; Nass & Brave, 2005; Reeves & Nass, 1996). Studies confirm the persuasive potential of IVAs due to their
social and human-like perception (Rzepka et al., 2020; Wienrich et al., 2021). Therefore, the need for specific Al
skills to enable people to interact with IVAs self-determinedly and to withdraw from persuasive influences is
becoming increasingly important (Carolus, Augustin, et al., 2023; Carolus, Koch, et al., 2023). Previous studies have
investigated the effects of educational interventions to counter persuasion in the context of product placement,
sponsored influencer posts, and personalized advertising (De Jans et al., 2017; Desimpelaere et al., 2024; Hudders
et al., 2016; Lou et al., 2020). However, there is a lack of studies on interventions in the context of IVAs that focus
on training approaches that empower users to interact with IVAs self-determinedly and prepare them for their
persuasive potential. In addition, many intervention studies in this area rely on commercial content, often only
accessible behind a paywall (Eagle, 2007). This work aims to fill this gap by developing and evaluating accessible,
non-commercial training interventions that empower young adults, a key IVA user group characterized by high
engagement and familiarity (Wardini, 2024), to critically engage with IVAs and prepare for the technologies'
persuasive potential and impact. The study addresses two research questions: 1) How can such training
approaches be effectively designed, and 2) How does training affect the parameters of competent Al interactions
(e.g., persuasion resistance, anthropomorphic perception, privacy-friendly behavior)?

Usage Risk Through IVA Persuasion

IVAs exert a significant persuasive influence on users through various psychological and design mechanisms. The
following sections highlight key effects and their implications.

Perceived Credibility and Trust Through Design Cues

Research shows that information delivered via IVAs is perceived as more credible than that presented through
graphical interfaces, even without source citation (Gaiser & Utz, 2023). A key design factor contributing to this
effect is anthropomorphization: for example, when an IVA is given a human name, users tend to trust its
recommendations more and comply with its suggestions, which may lead to uncritical acceptance of advice or
commercial offers (Voorveld & Araujo, 2020; Zhao, 2006). Additionally, when IVAs disclose personal details early
in an interaction, users reciprocate by sharing more information and placing greater trust in the assistant
(Harmsen et al., 2023; Saffarizadeh et al., 2023). This reciprocal dynamic increases the risk of users inadvertently
disclosing sensitive personal data in everyday scenarios, such as health or financial discussions, often without a
full awareness of associated privacy risks.

Human-Like Voices and the Risk of Unconscious Disclosure

Human-like voices in IVAs can increase the perceived social presence and naturalness of the interaction, which
tends to lead users to reveal sensitive information unconsciously (Ischen et al., 2020). In practice, users might
share private details simply because the voice “feels human”, creating a social bond similar to talking with a real
person. Advances in Al-generated voices further amplify this effect, increasing credibility and persuasive power
(Dai et al., 2023). Anthropomorphizing an IVA may also foster emotional bonds that users are often unaware of,
which can enhance user engagement but also be exploited for commercial gain, bypassing rational decision-
making processes (Singh, 2022; Zhang & Rau, 2023). For instance, a user might develop trust or even affection
toward an IVA, which could be used to promote products or services more effectively.

Context Dependency and Psychological Framing

The persuasive effects of IVAs depend heavily on the interaction context. Users tend to prefer synthetic voices for
functional tasks, associating them with competence (Im et al., 2023). Conversely, more human-sounding voices
are perceived as more appropriate for emotional or social interactions, which enhances the sense of connection
(Cho & Sundar, 2022). Moreover, the social role attributed to an IVA influences user responses: when framed as a
health expert, IVAs increase users' willingness to disclose sensitive data (Wienrich et al., 2021). Similarly, IVAs



perceived as companions or friends encourage more frequent and personal interactions (Markus et al., 2024;
Rhee & Choi, 2020; Wienrich et al., 2023). These findings illustrate how subtle psychological framing can guide user
behavior without their explicit awareness, raising concerns about potential manipulation.

Commercial Exploitation and Privacy Concerns

In e-commerce, IVAs can make shopping feel seamless and effortless, which increases the likelihood of impulsive
and unreflective purchases (Haas & Keller, 2021; Lim et al., 2023; Rzepka et al., 2020). Voice shopping is growing
rapidly and may soon surpass traditional online shopping via PCs and laptops (McLean & Osei-Frimpong, 2019;
Tassiello et al., 2021). This ease of use can cause users to impulsively buy recommended products without fully
considering price or necessity, especially when IVAs leverage emotional or contextual cues to nudge decisions.
Particularly concerning are initiatives like Amazon'’s patents to monitor users’' emotional and physical states (e.g.,
exhaustion, coughing) for personalizing recommendations (Jin & Wang, 2018). Such practices raise serious issues
regarding surveillance, data exploitation, and manipulative marketing. This monitoring could translate into
scenarios where targeted ads or product offers are presented precisely when users are most vulnerable, such as
during iliness or fatigue.

In sum, IVAs employ diverse persuasive techniques that significantly influence user attitudes and behaviors, often
fostering trust and facilitating interaction. However, these effects are ethically ambiguous, posing risks to privacy,
autonomy, and informed consent. A critical perspective is essential for identifying, mitigating, and regulating these
risks while harnessing the benefits of IVA technology.

Countermeasure: Persuasion Literacy

Previous studies have investigated the effects of educational training aimed at countering persuasion in various
contexts, such as product placement, sponsored influencer posts, advergames, and personalized advertising (De
Jans et al., 2017; Desimpelaere et al., 2024; Hudders et al., 2016; Lou et al., 2020). However, despite their high
persuasive potential, IVAs have received little attention in this regard. Carolus, Augustin, et al. (2023) address this
gap by introducing the concept of “persuasion literacy”—a competence that enables users to recognize and
manage persuasive attempts by IVAs, thereby facilitating more self-determined interactions. Persuasion literacy
is embedded within the broader framework of digital interaction literacy, which encompasses a range of skills
essential for competent IVA use, including understanding technical capabilities, evaluating associated risks, and
preventing misunderstandings (Carolus, Augustin, et al., 2023).

Persuasion literacy is conceptualized as a developing, multidimensional competence that consists of two distinct
but interrelated sub-competencies: persuasion knowledge and persuasion understanding (Carolus, Augustin, et
al., 2023; Carolus, Koch, et al., 2023). These sub-competencies differ in their depth and function. Persuasion
knowledge refers to a basic awareness that a message is designed to influence attitudes or behavior. It involves
recognizing persuasive intent without necessarily understanding the underlying mechanisms (Kunkel, 2010;
Lapierre, 2015). In contrast, persuasion understanding involves a more advanced comprehension of how and
why persuasive messages work. It includes knowledge about the dynamics, timing, techniques, and contextual
factors that shape persuasive communication (Friestad & Wright, 1994). Taken together, these dimensions reflect
the broader concept of persuasion literacy as an umbrella term, encompassing both the ability to recognize
persuasion (knowledge) and the capacity to analyze and respond to it (understanding) critically. While persuasion
knowledge enables detection, persuasion understanding facilitates resistance through deeper insight
(Campbell & Kirmani, 2000; Friestad & Wright, 1994). Together, they form the foundation for a critical and reflective
engagement with persuasive attempts by IVAs. While persuasion literacy is commonly viewed as a
multidimensional competence encompassing persuasion knowledge and understanding (Carolus, Augustin, et al.,
2023; Carolus, Koch, et al., 2023), its theoretical conceptualization and operationalization are still evolving in the
literature. Nevertheless, building on this framework and prior empirical findings, targeted training to enhance
persuasion knowledge and persuasion understanding can serve as an effective countermeasure against
persuasive influences. Against this background, we assume:

H1: Conducting persuasion literacy training increases a) persuasion understanding, b) persuasion knowledge, and
¢) persuasion literacy in the context of IVAs.



Persuasion Literacy and Anthropomorphism

Anthropomorphic cues, defined as features that make non-human agents appear human-like, can increase
susceptibility to persuasion (Epley et al., 2007). Such cues in messages or technologies often lead to positively
biased product evaluations favoring the communicator or manufacturer (Koo et al., 2019; Touré-Tillery & McGill,
2015; Zhou et al., 2019). To ensure competent and objective interaction, users should be empowered to recognize,
differentiate, and critically assess these cues, enabling them to regulate their perception of such influences
effectively. The anthropomorphic characteristics of IVAs contribute to their persuasive power (Guthrie, 1993).
When people anthropomorphize technologies, they apply their understanding of the concept of 'human' to infer
that these technologies possess human-like traits, emotions, or intentions (Epley et al., 2007). The more successful
the transfer and application of this concept, for example, through similarities (e.g., language ability and names of
IVAs), the stronger and more likely the anthropomorphization (Morewedge et al., 2007). Conversely, the tendency
to anthropomorphize decreases with increasing knowledge about non-human beings (Epley et al.,, 2007).
Therefore, increasing knowledge about IVAs related to their overly anthropomorphic influences and design
features could help reduce anthropomorphic perceptions. Thus, it is hypothesized:

H2: Conducting persuasion literacy training reduces anthropomorphic perceptions of IVAs.
Persuasion Literacy and Privacy

Internet users are frequently exposed to social engineering attacks, which use persuasive tactics (e.g., eliciting
sympathy, creating fake profiles, impersonating employees) to build trust and persuade users to take actions that
compromise their privacy (e.g., disclosing sensitive information or bypassing security features; Hage et al., 2020;
Hasan et al., 2010). Similarly, IVAs can increase the likelihood of users disclosing personal information if they
establish intimacy with users or are perceived as trustworthy experts (Ki et al., 2020; Sah & Peng, 2015; Wienrich
et al., 2021). Defending against such attacks requires users to be aware of the potential negative consequences of
their actions, which can be challenging because they often lack the necessary awareness and knowledge to protect
their privacy (Aimeur et al., 2019; Masur, 2019). Understanding persuasion tactics helps users resist persuasion
attempts more effectively, protects their privacy better, and can reduce trust or self-disclosure in IVAs (Hallam &
Zanella, 2017; Mangleburg & Bristol, 2013; Wright et al., 2005; Zhao et al., 2012). Trust is critical when it comes to
disclosing or withholding personal information. When we trust someone, we are more likely to share information
(Altman, 1975; Mesch, 2012). Conversely, recognizing manipulative or persuasive intentions can damage that trust,
leading to greater reluctance to share information, which can benefit privacy (Hallam & Zanella, 2017; Zhao et al.,
2012). A deeper understanding of persuasion can also increase perceived control to resist persuasion attempts
(Ham et al., 2015). As a result, this enhanced control may translate into greater privacy control, which is understood
as an individual's ability to regulate what personal information is shared and under what conditions (Xu et al.,
2011). Understanding persuasion processes and tactics can also increase privacy awareness (Schaub et al., 2016),
which refers to the recognition of privacy risks and the importance of protecting personal data (Ermakova et al.,
2014; Xu et al., 2008). A deeper understanding of how IVAs persuade could increase awareness and interest in
protecting one's privacy (Ham, 2017; Lim et al., 2023; Morimoto, 2021; Youn, 2009). Therefore, it is assumed that:

H3: Conducting persuasion literacy training reduces a) trust and b) self-disclosure towards IVAs.

H4: Conducting persuasion literacy training increases a) privacy control and b) privacy awareness concerning IVAs.
Persuasion Literacy and Self-Determined Interaction

As previously stated, digital interaction literacy encompasses the skills necessary for self-determined interaction
with IVAs. Self-determined interaction refers to users actively and consciously controlling their engagement by
making reflective and informed decisions, rather than reacting automatically or being unknowingly influenced by
persuasive tactics (Carolus, Augustin, et al., 2023). This concept centers on enabling users to maintain autonomy
through reflection, emotional regulation, and persuasion literacy, key components that collectively support critical
and intentional interaction with IVAs. Reflection involves questioning one's usage behavior to individual needs,
ethical aspects, and possible risks, and is influenced by existing knowledge concepts (Carolus, Augustin, et al.,
2023; Hatlevik, 2012; Kember et al., 2008). The concepts of existing knowledge about persuasion contribute to a
more critical questioning and evaluation of persuasive messages (Tutaj & van Reijmersdal, 2012). Emotion-
regulating processes, such as indulgence—the deliberate tolerance of one's own negative emotions without



immediate reaction—can enhance the quality of interactions with IVAs (Okada, 2005; Xu & Schwarz, 2009). For
example, indulgence helps maintain behavioral control when users experience frustration from misunderstood
voice commands (Carolus, Augustin, et al., 2023; Schweitzer et al., 2019). Although indulgence is desirable for IVA
interactions, a negative effect of indulgence is assumed for the present persuasion literacy training. When users
recognize persuasion or perceive the persuasive intentions as inappropriate, this can lead to negative emotional
reactions (e.g., reactance) or defensive attitudes that reduce the risk of being persuaded (Darke & Ritchie, 2007;
Fransen, Verlegh, et al., 2015; Friestad & Wright, 1994; Mikotajczak-Degrauwe & Brengman, 2014). From this, it is
assumed that:

H5: Conducting persuasion literacy training increases a) reflection and reduces b) indulgence concerning IVAs.

Present Study

Research has shown that persuasion literacy is a necessary Al-related skill to protect against the unnoticed
influence of IVAs and to promote self-determined interaction. Therefore, training is needed to promote this ability
in the context of IVAs. Studies have shown the potential of digital training to promote skills for competent IVA
usage, including functional understanding (Markus et al., 2024). This work aims to transfer this potential to
persuasion literacy and investigates how targeted training approaches can be designed to develop and evaluate
the first training based on current models of self-determined IVA interaction. This study focuses on young adults,
an important and highly engaged user group of IVAs with a high level of technological familiarity, making them a
relevant population for investigating persuasion literacy in Al interactions (Wardini, 2024). Based on the Digital
Interaction Literacy Model (Carolus, Augustin, et al., 2023), two complementary training modules were developed
addressing key dimensions of persuasion literacy: 1) understanding how human-like characteristics of IVAs
influence users' perceptions and behaviors, targeting unconscious persuasion effects related to
anthropomorphism (Study 1), and 2) detecting specific IVA persuasion tactics to enable conscious identification
and defense against persuasive attempts (Study 2). These modules target both psychological influence
mechanisms and tactical detection skills, reflecting complementary functional roles within the realm of persuasion
literacy. This modular approach allows examination of how improving each dimension individually affects users'
competent Al interaction, including anthropomorphism (e.g., perceived sociality), privacy (e.g., trust, awareness),
and self-determined interaction (e.g., reflection). Overall, the trainings aim to promote competent IVA use by
helping users better assess potential risks, reduce misunderstandings, and improve everyday interactions with Al.

Methods

General Design of Training Modules

The dynamics of social networking sites (SNSs) challenge the privacy management of users. Specifically, users of
SNSs are confronted with multiple and invisible audiences, context collapse and a merging between public and
private sphere (boyd, 2010). Over the years, much research studied boundary coordination and privacy in the
context of SNSs (e.g., boyd & Hargittai, 2010; boyd & Marwick, 2011; Litt, 2013; Marwick & boyd, 2014; Stutzman &
Hartzog, 2012; Wisniewski et al., 2012).

The persuasion literacy training modules are based on the Digital Interaction Literacy Model (Carolus, Augustin, et
al., 2023). Specific content for the instructional texts was developed through a literature review, including
Diederich (2020), Reeves and Nass (1996), and Fogg (1997). Training Module 1, “The Humanity of Technology”,
explains why people perceive technologies such as IVAs as human or social, and highlights the risks associated
with this perception and its use. Training Module 2 “Understanding and Avoiding Persuasion” presents
anthropomorphic design principles that can have persuasive influences and introduces user personality traits that
are susceptible to anthropomorphism. It also presents coping strategies for recognizing and avoiding persuasion
attempts. Further details of each training module can be found in the relevant sections of Study 1 and Study 2.

The training modules were developed using multimedia learning principles (Mayer, 2014) and recommendations
from instructional psychology that promote learning, such as the seductive detail effect (Harp & Mayer, 1997), the
signaling effect (Mayer & Fiorella, 2014), and the Hamburg comprehensibility concept (Langer et al., 2019).
Learning-relevant and decorative images with positive valence were integrated into instructional texts to enhance
the learning experience (Schneider et al., 2016, Schneider et al., 2018). The training modules were created using



the e-learning tool Captivate Classic (Adobe Systems, 2019) and had the following structure: 1) welcome screen, 2)
presentation of the learning goals, 3) instructional texts, and 4) exercises based on the learning content to
encourage active engagement with the learning content (e.g., multiple choice, gap-fill texts). Incorrectly solved
exercises could be repeated three times. After each exercise, participants viewed a sample solution, regardless of
the correctness of their answer, ensuring a standardized level of information across all participants. Excerpts from
the training modules are shown in Figure 1, and examples of exercises are shown in Table A1.

Figure 1. Exemplary Excerpts From the Training.

Welcome to the training module

The humanity of technologies
Humanizing voice assistants

Voice assistants have a strong social impact on people
because their voices unconsciously make them appear
human-like. It's not for nothing that we often expect
voice assistants to be able to talk to them like we would (

<=>

talk to other people

Other studies have shown that giving names like "Alexa"
and the ability to dialogue lead people to treat and
perceive voice assistants humanely. We even use
personal pronouns like “she” when talking about the
voice assistant Alexa, even though it is actually a
technology.

Matching Task

The design features of technologies that promote the potential for anthropomorphization are
Computers are social actors listed below.

Assign the appropriate design feature to the descriptions.
One answer to why people tend to attribute human B ﬂ
characteristics to non-human objects such as voice -
assistants, computers or robots lies in the so-called o \ v Ermoti A robot uses human gestures to signal "good" or "bad" to
"Computers are Social Actors” paradigm (CASA), D production workers.
This paradigm suggests that once computers exhibit = . .
similar  social characteristics to  humans, people | O Avoice assistant has 23 different speech styles and
unconsciously apply the same social rules and greets users when they get home.
expectations to computers that they use in human
interactions. As a result, social norms, expectations, . §
gender identities, ethnicity and relationship aspects that 4 i1 s8 Similarity Achatbot communicates that itis annoyed by the user's
normally only occur in interpersonal relationships rude spelling.
become relevant when interacting with computers.

‘ Human Asmartphone learns a user's sleeping habits and sets the

language alarm at the right time.
Undo Reset

The following measures were used in both studies to evaluate the training modules. All scales were rated on a
five-point Likert scale (1 = not at all; 5 = very much). Items and sample items of each scale can be found in Tables
A2-A5.

To provide a holistic measurement, persuasion literacy was measured and conceptualized using the following
three scales (Table A2): To measure participants' persuasion understanding in the context of IVAs, two subscales
were developed based on the definition of persuasion literacy by Carolus, Augustin, et al. (2023): 1) IVA Human
Likeness (a=.77; 5 Items) and 2) IVA Persuasion Type (a=.83; 5 Iltems). Tutaj and van Reijmersdal (2012) developed
items to measure persuasion knowledge (4 items; a = .83), conceptualizing it as an understanding of persuasion
and sales intentions. We utilized these items and adapted the wording for IVAs (a = .83). The Al Persuasion
Literacy subscale (a = .75) of the Meta Al Literacy Scale (Carolus, Koch, et al., 2023) uses three items to measure
perceived resistance to, avoidance, and recognition of persuasive influences from Al-based applications. In this
work, these items were used and adapted for IVAs.

The Human-Robot Interaction Evaluation Scale by Spatola et al. (2021) was used to measure changes in the
anthropomorphic perception of IVAs through training (a = .93). It consists of the subscales Sociability (items:
warm, likable, trustworthy, friendly), Animacy (items: human-like, real, alive, and natural), Agency (items: self-
reliant, rational, intentional, intelligent), and Disturbance (creepy, scary, uncanny, weird). Participants rated the
extent to which they associated characteristics of the subscales with IVAs

In the context of privacy, changes in privacy-related trust in IVAs as a result of the training were measured with
three items from Kim et al. (2019; a = .85). The willingness to engage in self-disclosure—defined as the willingness
to disclose personal information—to IVAs was measured using three items developed by Pal et al. (2020; a =.73).



The privacy control subscale from Xu et al. (2011) was used to measure the effect of training on the feeling of
control over one's privacy (a = .89; 4 items). Changes in privacy awareness were measured using the
corresponding subscale from Xu et al. (2008; a = .87; 3 items). Sample items for the scales are given in Table A3.

The Reflection (8 items; a = .91) and Indulgence (3 items; a = .87) scales developed by Carolus, Augustin, et al.
(2023) were used to assess self-determined interaction with IVAs (Table A4). The reflection subscale measures the
willingness to reflect on one's use of IVA, its effects, and expectations of the systems. The indulgence subscale
measures the willingness to indulge due to negative experiences with IVAs.

Training quality was measured using the Training Evaluation Inventory (a = .73), developed by Ritzmann et al.
(2020; Table A5). The inventory measures various quality criteria, including Subjective Fun (3 Items), Perceived
Usefulness (4 Items), Perceived Difficulty (4 Items), Subjective Knowledge Growth (3 Items), and Attitude towards
Training (3 Items). Results served as an assessment of the learning experience and provided insight into possible
training optimizations.

Procedure

Figure 2 illustrates the course of the two studies. The training modules were conducted online during April 2024
and lasted approximately 25 minutes. First, participants in the online study consented to data collection and
analysis, and they were introduced to IVAs as voice-based Al systems used in everyday applications, such as
smartphones and smart speakers. This was followed by scales to measure persuasion literacy,
anthropomorphism, privacy, and self-determined interaction (pretest). Then, participants completed the training
module. After the training, participants again rated the scales presented in the pretest (post-test). Finally,
participants provided demographic details (age and gender), assessed the training quality, and were informed
about the purpose of the study.

Figure 2. /llustration of the Experimental Course.

Sample Assessment | Learning & Practicing Assessment |

Module 1
The Humanity of
Technologys

Pretest

Post-test

Pretest

5

Module 2
Understand and
avoid Persuasion

Post-test

Data Analysis

T-tests for dependent samples were used to analyze changes in the dependent variables between the pre- and
post-tests, with a significance level of a < .05. Additionally, marginal effects (p < .10) were considered to detect
subtle changes and trends. Due to the exploratory nature of the training study, the Benjamini-Hochberg correction
is used to control for the risk of alpha error and to identify relevant effects without compromising statistical power
through overly conservative corrections (Benjamini & Hochberg, 1995; Storey, 2002). The Training Evaluation
Inventory (Ritzmann et al., 2020) lacks predefined quality criteria or benchmarks to determine whether a training
program can be considered good. In this study, ratings of 3.0 and above were considered satisfactory,
corresponding to an above-average rating on a five-point Likert scale.



Study 1: The Humanity of Technologies

Study 1 analyses Training Module 1, “The Humanity of Technologies”, which addresses the first key point for
comprehensive persuasion literacy: understanding the persuasive human-like characteristics of technologies such
as IVAs and their influence on user perceptions and behaviors.

Materials

Training Module 1, “The Humanity of Technologies"', explains why people perceive IVAs and other technologies as
human or social and shows the potential influences on perception and use. The module begins with a video of
Heider and Simmel (1944), which shows that people anthropomorphize even simple, moving geometric figures. It
then introduces the CASA concept (Computers are Social Actors), which explains unconscious social perceptions
and reactions to technology (Nass & Moon, 2000). To illustrate the social nature of human-computer interaction,
classic social-psychological phenomena that occur in human-human interactions are described, which also
manifest in the context of technology (e.g., gender stereotyping, reciprocity). The acquired knowledge is then
applied to IVAs, describing their persuasive and anthropomorphic characteristics and highlighting the risks
associated with anthropomorphization (e.g., increased trust or self-disclosure). The training includes multiple-
choice, gap-filling, and free-text exercises (examples in Table A5).

Participants

A total of 36 participants (Nfemale = 33, Nmate = 3) with @ mean age of 20.78 years (SD = 1.40) were recruited from the
university's participant pool and compensated with course credits. Participants who answered at least two control
guestions incorrectly (e.g., “Mark the middle of the scale”) and incomplete data sets were excluded from the data
analysis (n = 2). Most participants stated that they used IVA less than once a month (never = 13.9%, less than
monthly = 33.3%, monthly = 13.9%, 2-3 times a month = 16.7%, weekly = 11.1%, 2-3 times a week = 8.3%,
daily = 2.8%).

Results

Table 1 provides an overview of the results. Consistent with the hypothesis, training significantly enhances
persuasion understanding, both in terms of understanding the human likeness of IVAs and their potential to
influence users. Consistent with the hypothesis, persuasion knowledge increases, as evidenced by higher
awareness of IVAs' persuasion and selling intentions. Contrary to the hypothesis, a significant decrease in
persuasion literacy is observed following the training. At the item level, participants are less convinced after the
training that they can prevent persuasive influences through IVAs. In line with the hypothesis, a significant
reduction in perceived agency is found for anthropomorphism. There is no training effect on the Sociability,
Animacy, and Disturbance subscales. Results regarding the privacy hypotheses confirmed that training reduces
trust significantly and willingness to disclose personal information marginally significantly. Contrary to the
hypothesis, training does not significantly impact privacy control; however, it does increase privacy awareness
marginally, as hypothesized. In line with the hypotheses for self-determined interaction, the training has a
marginally significant and negative effect on Indulgence. However, the training does not affect reflection.
Evaluation of the training quality shows that the criteria for satisfactory training quality are met: Subjective Fun
(M =4.08, SD=0.72), Perceived Usefulness (M = 3.93, SD = 0.73), Perceived Difficulty (M = 4.31, SD = 0.74), Subjective
Knowledge Growth (M = 3.67, SD = 0.89) and Attitude towards Training (M = 3.85, SD = 0.94).



Table 1. Descriptive and Inferential Statistical Evaluation Results for Training Module 1.

Pre Post Statistic Effect Size
M SD M SD t-value df pe d

Persuasion Understanding

Overall Score 3.47 0.64 3.93 059 -3.66™ 35 .007 -0.61

IVA Human Likeness 3.53 0.70 4.13 0.61 -476™ 35 .007 -0.79

IVA Persuasion Type 3.40 0.72 3.74 0.70 -2.25" 35 .033 -0.38
Persuasion Knowledge

Overall Score 2.75 0.84 3.21 1.14  -3.24™ 35 .007 -0.54

Persuasion Intention 2.82 0.87 3.25 1.14 -2.97" 35 .009 -0.49

Sales Intention 2.69 0.98 3.17 1.21 -2.90"™ 35 .009 -0.48
Persuasion Literacy

Overall Score 3.34 0.52 3.09 0.57 2.65" 35 .015 0.44

Resistance (Item 1) 3.31 0.92 3.19 0.75 0.68 35 313 0.11

Avoid (Item 2) 3.42 0.91 3.00 0.96 3.10" 35 .009 0.52

Recognize (Item 3) 3.31 1.04 3.08 1.03 1.07 35 195 0.18
Anthropomorphization

Sociability 2.68 0.76 2.58 0.82 1.35 35 132 0.23

Animacy 2.06 0.67 2.16 0.78 -1.16 35 .874 -0.19

Agency 3.64 0.78 3.47 0.80 214" 35 .040 0.36

Disturbance 2.75 1.01 2.81 1.18 -0.55 35 744 -0.09
Privacy

Trust 2.29 0.67 1.96 0.84 2.95™ 35 .009 0.49

Self-Disclosure 2.38 0.80 2.19 0.84 1.917 35 .058 0.32

Privacy Control 2.23 0.87 2.23 0.90 0.00 35 .588 0.00

Privacy Awareness 2.70 0.68 2.85 0.83 -1.737 35 .071 -0.29
Self-Determined Interaction

Reflection 3.61 0.68 3.58 0.73 0.36 35 AN 0.06

Indulgence 3.09 0.94 2.93 0.94 1.77¢ 35 .071 0.29

Note. ? corrected p-value. 'p <.10. *p < .05. ™p <.01. ™p <.001.

Discussion

Training Module 1, “The Humanity of Technologies”, explains why technologies like IVAs are anthropomorphized
and how this affects user perception and behavior. The training enhances understanding and knowledge of
persuasion related to IVAs (H1a and H1b confirmed). Surprisingly, training decreases persuasion literacy (H1c not
confirmed) and reduces the belief that one can prevent IVA persuasion attempts. The training could highlight the
challenge of preventing persuasion, as IVAs can persuade users without their awareness (Nass & Moon, 2000).
The decrease in persuasion literacy is not necessarily negative but can serve as an ‘aha’ moment, helping users
realize the true impact IVAs can have. However, this recognition does not simultaneously lead to the belief of
control, that they can free themselves from it or retain it. This is also evident in the fact that the training did not
affect privacy control, although the perception of privacy awareness increased afterward. It should be further
investigated here how control beliefs can be strengthened after the “aha” moment. Further, the training reduces
anthropomorphic perceptions of IVAs regarding agency (H2 partly confirmed). Expanding knowledge of IVA and
highlighting the importance of the human-machine distinction may trigger disruptive processes that reduce
anthropomorphic perception, aligning with other research (Epley et al., 2007; Morewedge et al., 2007). Knowledge
of the social effects of IVAs does not affect the perceived sociability, animacy, or disturbance of IVAs. This
underlines, on the one hand, the assumption of media education theory that it is difficult to overcome the
anthropomorphic perception of technologies regardless of contextual factors (e.g., technological competence,
level of education, age) and, on the other hand, that there are variables such as individual preferences that are
more important for the perceived sociability, animacy and disturbance of IVAs than objective information



(Reeves & Nass, 1996). The training reduces trust and willingness to disclose personal data to IVAs (H3a & H3b
confirmed). These results align with previous findings indicating that knowledge of the social effects of IVAs has
privacy-friendly effects that can improve coping with persuasion attempts (Hallam & Zanella, 2017; Wright et al.,
2005). Training does not have a positive impact on perceived privacy control (H4a not confirmed). A possible
reason is that the training focuses on unconscious influences and risks for users but does not provide coping
strategies for protecting privacy and managing the persuasive potential of IVAs (topics covered in Training Module
2). Training has a positive impact on privacy awareness (H4b confirmed), motivating individuals to engage with
privacy issues and confirming previous research findings (Lim et al., 2023; Schaub et al., 2016). Training does not
affect reflection (H5a not confirmed) but reduces indulgence towards IVAs (H5b confirmed). Discovering
persuasive potentials may lead to negative attitudes towards IVAs, which could explain the lower indulgence
(Fransen, Verlegh, et al., 2015; Friestad & Wright, 1994). Overall, the evaluation of the training quality indicates
satisfactory results. In particular, the subjective fun during training and the appropriateness of the learning
complexity were rated positively.

In summary, Training Module 1, “The Humanity of Technologies”, increases persuasion understanding and
knowledge of IVAs and sensitizes people to the difficulty of avoiding persuasive influence. The training reduces
anthropomorphic perceptions and indulgence towards IVAs. Additionally, it decreases privacy-related trust in IVAs
and the willingness to disclose personal information to them, which can improve privacy protection (Hallam &
Zanella, 2017; Tam, 2015; Wright et al., 2005). Ultimately, the training offers a compelling incentive to pay closer
attention to privacy issues. The training module can be considered a considerable success, as it marks the first
successful training to signal significant progress in raising users' awareness of the persuasive tactics used by IVAs.

Study 2: Understand and Avoid Persuasion

Study 2 analyses Training Module 2, “Understand and Avoid Persuasion”, which addresses the second key point
of comprehensive persuasion literacy: Promoting the ability to recognize and avoid persuasive attempts by IVAs.

Materials

Training Module 2, “Understand and Avoid Persuasion”?, explains 1) which design features of technologies
promote anthropomorphization (e.g., similarity, emotion, personalization), 2) how user personality traits influence
susceptibility to persuasion through anthropomorphization (e.g., loneliness, attachment style) and 3) which
strategies can be used to control persuasion, based on Fransen, Smit, et al. (2015) and Zuwerink Jacks and
Cameron (2003). The pedagogical basis for recognizing persuasion attempts is elucidating technical design
features and personality traits that promote anthropomorphization. Then, effective persuasion coping strategies
were presented. In an interactive exercise, participants analyzed anthropomorphic design features in IVAs via case
studies. They then identified potential persuasion tactics and intentions, devising coping strategies based on
previously presented defenses. For instance, it has been demonstrated that IVAs can prolong conversations with
users by praising them and asking questions (a persuasion technique), which makes them appear more human-
like and increases the risk of unconsciously disclosing personal data (persuasion intention; Ischen et al., 2020;
Munnukka et al., 2022). Awareness of this anthropomorphic, persuasive power of IVA's dialogue capability could
help to counteract such risks. The training then provides exercises to consolidate the acquired knowledge through
multiple-choice and drag-and-drop tasks (examples in Table A5).

Participants

The study included 34 participants (Nfemate = 27, Nmatle = 7) with @ mean age of 20.91 years (SD = 2.85). Participants
were recruited from the university's pool of test subjects and compensated with course credits. Participants who
answered at least two control questions incorrectly (e.g., 'Mark the middle of the scale') and those with incomplete
data sets were excluded from data analysis (n = 3). The majority of participants reported using IVAs less frequently
(never = 23.5%, less than monthly = 23.5%, monthly = 5.9%, 2-3 times a month = 14.7%, weekly = 14.7%, 2-3 times
a week = 11.8%, daily = 5.9%).



Results

Table 2 presents an overview of the results. According to the hypothesis, training results in a significant increase
in understanding of persuasion related to IVA human likeness and IVA persuasion type. As suggested, training
has a positive effect on persuasion knowledge, increasing awareness of persuasion and sales intentions arising
from IVAs. Contrary to the hypothesis, training has no significant effect on persuasion literacy. However, an
analysis of the individual items reveals that the training reinforces the ability to recognize persuasion. Regarding
the anthropomorphism hypothesis, the training has a marginally significant negative effect on sociability and
animacy. There are no effects for the subscales Agency and Disturbance. Consistent with the hypotheses on
privacy, the training shows a significant negative effect on trust in IVAs and positive effects on privacy control and
privacy awareness (marginal effect). Contrary to the hypothesis, the training does not affect self-disclosure.
Regarding self-determined interaction, the training has a positive effect on reflection, as predicted; however, it
does not affect indulgence, contrary to expectations. All quality criteria relating to training quality fulfill the
defined satisfaction threshold: Fun (M = 3.99, SD = 0.77), Perceived Usefulness (M = 3.84, SD = 0.98), Perceived
Difficulty (M = 4.44, SD = 0.54), Subjective Knowledge Growth (M = 3.83, SD = 1.00) and Attitude towards Training
(M=3.91,5D=0.73).

Table 2. Descriptive and Inferential Statistical Evaluation Results for Training Module 2.

Pre Post Statistic Effect Size
M SD M SD t-value df pe d

Persuasion Understanding

Overall Score 3.37 0.70 4,08 079 -531" 33 .003 -0.91

IVA Human Likeness 3.43 0.82 4.22 0.80 -5.49* 33 .003 -0.94

IVA Persuasion Type 3.31 0.78 3.94 0.84 -4.02 33 .003 -0.69
Persuasion Knowledge

Overall Score 2.98 1.05 3.73 1.13 -4.79" 33 .003 -0.82

Persuasion Intention 3.06 1.09 3.78 1.09 -4.02" 33 .003 -0.69

Sales Intention 2.90 1.19 3.68 1.22 -4.84™ 33 .003 -0.83
Persuasion Literacy

Overall Score 3.30 0.63 3.36 0.65 -0.44 33 A7 -0.08

Resistance (Item 1) 3.29 0.94 3.29 0.87 0.00 33 .588 0.00

Avoid (Item 2) 3.62 0.92 3.35 0.98 1.20 33 .881 0.21

Recognize (Item 3) 3.00 1.10 3.44 0.79 -2.68" 33 .013 -0.46
Anthropomorphization

Sociability 2.77 0.73 2.60 0.72 1.72¢ 33 .078 0.30

Animacy 2.07 0.70 1.94 0.73 1.641 33 .085 0.28

Agency 3.74 0.78 3.71 0.73 0.36 33 480 0.06

Disturbance 2.65 0.78 2.74 0.99 -0.76 33 814 -0.13
Privacy

Trust 2.35 0.70 1.92 0.69 3.42* 33 .003 0.59

Self-Disclosure 2.43 1.03 2.40 0.94 0.26 33 498 0.05

Privacy Control 2.04 0.66 2.42 0.83 -2.86" 33 .010 -0.49

Privacy Awareness 2.79 0.91 2.96 0.84 -1.847 33 .067 -0.32
Self-Determined Interaction

Reflection 3.45 0.82 3.70 0.71 -2.29" 33 .028 -0.39

Indulgence 2.93 0.97 2.85 1.04 0.68 33 814 0.12

Note. ? corrected p-values. p <.10. *p <.05. ™p <.01. *p <.001.



Discussion

Training Module 2, “Understand and Avoid Persuasion”, explains the anthropomorphic design features of IVAs,
introduces personality traits that promote susceptibility to anthropomorphism, and offers persuasion protection
strategies. The training enhances understanding and knowledge of persuasion and IVAs (H1a & H1b confirmed).
In addition, the training promotes the belief that one can recognize persuasive attempts by IVAs (H1c partially
confirmed). As other studies have demonstrated, the training may have enhanced the ability to identify ulterior
motives in persuasion attempts, thereby making it easier to recognize persuasion attempts by IVAs (Campbell &
Kirmani, 2000). Training reduces anthropomorphic perceptions of IVAs in terms of sociality and animacy
(marginally; H2 confirmed) but not in terms of agency and disturbance. Explicitly explaining why IVAs appear
human-like when interacting with users could contribute to weakening the concept of “human”, reducing
anthropomorphic tendencies in line with other research (Epley et al., 2007; Morewedge et al., 2007). The results
show that training significantly reduces trust in IVAs (H3a confirmed), which may help regulate usage risks, such
as over-trust (Hallam & Zanella, 2017; Wienrich et al., 2021). There is no effect on the intention to disclose personal
information (H3b is not confirmed). Training increases data protection awareness and perceived privacy control
(H4a & b confirmed). In line with previous research, knowing how IVAs can persuade and what counter-strategies
individuals can use increases awareness and interest in privacy and its protection (Ham et al., 2015; Lim et al.,
2023; Schaub et al., 2016). The training has no effect on indulgence (H5b not confirmed) but has a positive effect
on users' intention to reflect on their interaction with IVA, e.g., regarding disadvantages and risks (H5a confirmed).
This finding aligns with other studies, which show that the greater the understanding of persuasion, the greater
the willingness to question the potential for persuasion (Boerman et al., 2017; Obermiller et al., 2005; van
Reijmersdal et al., 2016). The training quality is rated as satisfactory by the participants. In particular, the fun during
the training and the comprehensibility of the learning content are positively emphasized.

In summary, Training Module 2, “Understand and Avoid Persuasion”, improves understanding and knowledge of
persuasion in IVAs and clarifies their ulterior motives and effects. The training enhances the ability to recognize
persuasive attempts by IVAs while reducing anthropomorphic perceptions and trust in them—a crucial
contribution to privacy protection (Wienrich et al., 2021). Training enhances privacy awareness and perceived
control over one's privacy, underscoring the importance of training in a digitized world.

General Discussion

In this work, two training modules were developed (Training Module 1: “The Humanity of Technologies”; Training
Module 2: “Understand and Avoid Persuasion”), which were evaluated for their effectiveness in increasing
persuasion literacy and their effects on anthropomorphization, privacy, and self-determined interaction. Most
results are consistent with the hypotheses (see Table 3).

Table 3. Overview of the Confirmed (v) and Unconfirmed (X) Hypotheses of the Studly.
Training Module 1: Training Module 2:

Hypotheses The Humanity of Technologies  Understand and Avoid Persuasion
1 Increasing a) Persuasion Understanding v v
b) Persuasion Knowledge v v
c) Persuasion Literacy X v (partly)
2 Reducing Anthropomorphization v (partly) v (partly)
Reducing a) Trust v v
b) Self-Disclosure v X
4  Increasing a) Privacy Control X v
b) Privacy Awareness v v
5 Increasing a) Reflection X v
Reducing b) Indulgence v X

Both persuasion literacy training modules promote understanding and knowledge of IVA persuasion. Compared
to Training Module 2, Training Module 1 reduces anthropomorphic agency perceptions of IVAs. High agency
associations occur when technologies are associated with unique human-like characteristics and abilities, giving



the impression that they are real entities or persons (Haslam, 2006; Heil, 2019). Explaining the CASA concept in
Training Module 1 could help users better understand the emergence of such associations. Training Module 2, on
the other hand, addresses the intention-driven and intelligent persuasion tactics of IVAs, thus contributing to
maintaining their perceived human-like competence level. Training Module 2 also tended to decrease the social
perception of IVAs, suggesting, and consistent with other research, that the realization that IVAs use persuasive
tactics could induce negative emotions or attitudes that could decrease their social perception (Darke & Ritchie,
2007; Fransen, Verlegh, et al., 2015; Spatola & Wykowska, 2021). There are further differences in the training
effects regarding reducing the intention to disclose personal information (a marginal effect only in Training Module
1) and increasing privacy control (affecting only Training Module 2). The specific effects indicate that the training
courses do not only have a general activation effect. Training Module 1 focuses on the risks of use through
persuasion, whereas Training Module 2 focuses on defending against persuasion while neglecting awareness of
threats. However, emphasizing the risks of usage could be crucial for reducing the disclosure of personal
information (Robinson, 2018). In line with previous research, the positive effect of Training Module 2 on privacy
control could be explained by acquiring concrete coping strategies that make persuasion controllable, a topic
neglected in Training Module 1 (Ham et al., 2015). Other differences in training effects can be seen in increased
reflection (Training Module 2 only) and decreased indulgence (Training Module 1 only) when using IVAs. Training
Module 1 highlights the persuasive risks of IVAs, which other studies have shown can lead to negative emotional
responses and reduced indulgence, decreasing willingness to reflect (Friestad & Wright, 1994; Schmeichel & Tang,
2015). Training Module 2 presents coping strategies that protect against IVA persuasion. Although indulgence
scores also decrease, the effect is not significant. The decrease in indulgence may suggest a more neutral
emotional response, as participants potentially feel better protected against persuasive influences. Compensation
of negative emotions, combined with acquired knowledge about persuasion protection, could encourage greater
reflection on IVA use (Desimpelaere et al., 2020; Igartua, 2010).

To summarize, both training modules promote understanding and knowledge of persuasion of IVAs and reduce
anthropomorphic perceptions, which is important in the context of self-determined interactions (Carolus,
Augustin, et al., 2023). From a data protection perspective, both trainings are essential to promote the questioning
of data-related trust in IVAs and tend to stimulate greater privacy awareness. Interestingly, neither of the training
modules increases the perceived resistance or avoidance of IVA persuasion. The ability to resist persuasion
depends on experience and practice (Friestad & Wright, 1994). Practical exercises with IVA-specific application
scenarios may be necessary to improve persuasion skills in these areas. In addition, the training modules have
individual strengths. For example, Training Module 1 reduces the intention to disclose and raises awareness of
the dangers of persuasion, while Training Module 2 strengthens privacy control and reflection and promotes the
perceived ability to recognize persuasive attempts. The synthesis of both training modules forms a holistic training
program that develops Al-related skills for self-determined interaction with IVAs. Combining these complementary
strengths by integrating both modules into a single training approach is a promising best practice for empowering
users. Future research should empirically evaluate the effectiveness of such combined training to inform evidence-
based recommendations for user empowerment in Al interactions.

Implications

The training modules have varying effects on levels of persuasion literacy, underscoring the multidimensionality
of this construct and highlighting the need for further theoretical clarification regarding its precise structure. On
the other hand, the findings indicate that training modules have a multifaceted impact and must be carefully
designed to address various dimensions, thereby comprehensively strengthening users' persuasion literacy.
These results offer valuable insights for both practice and research aimed at enhancing various facets of
persuasion literacy. The current work demonstrates that the developed training modules and applied approach
effectively improve users' understanding of persuasion and their skills in interacting with IVAs. For instance, from
a data protection perspective, both training modules play a crucial role in fostering critical trust toward IVAs
regarding data handling and increasing awareness of privacy issues. Thus, training modules are essential for
enabling self-determined interaction. Learners rate the training approach positively, for example, concerning
perceived comprehensibility and appropriate complexity, which indicates a successful instructional design—e.g.,
avoiding the seductive detail effect (Harp & Mayer, 1997)—and that the learning content did not lead to cognitive
overload, which promotes positive learning processing processes (Sweller, 2005). As Al-related skills become
increasingly important, it is desirable to apply the training approach to other key competencies, such as privacy
literacy, algorithm awareness, and handling (Carolus, Augustin, et al., 2023).



The online format of the training modules ensures accessibility to different target groups, promoting inclusion
and reducing the digital divide. The tested design and effects of training are based on young, highly educated
adults, but the training could also benefit a broader range of groups, including children, professionals, and older
users of IVAs, each with varying needs. Young people familiar with technology may require support in critically
evaluating the persuasive strategies of IVAs to maintain their autonomy in decision-making. Professionals using
IVAs in the workplace can learn to recognize and question persuasive content, while older adults, who may not be
tech-savvy, can learn how to protect themselves from manipulative influences. To address the diverse needs of
these groups, the training's accessibility should be adapted, such as using simple language for children, ensuring
visual accessibility for seniors, or incorporating job-relevant practical examples for professionals. To integrate
digital literacy into educational institutions, the developed training modules could be incorporated into curricula
and evaluated for effectiveness, suitability, and possible adaptations. The training modules could also be beneficial
for older people with physical limitations or visual impairments, as IVAs are particularly important for them in
everyday life, for example, to increase their independence (Vieira et al., 2022). The training modules developed
could improve the quality of life for these individuals, for example, by enabling them to assess the persuasion
risks associated with IVAs more effectively and thus manage them more self-determiningly. The digital
transformation presents challenges and opportunities. Therefore, it is crucial to systematically improve digital
interaction literacy, including persuasion literacy (Carolus, Augustin, et al., 2023). Training in this area can enhance
people's ability to interact with voice-based Al systems in a self-determined manner, reducing misunderstandings,
improving their ability to resist persuasion, and protecting their privacy competently. Given the rapid advancement
of large-scale language models such as ChatGPT that exhibit increasingly sophisticated and human-like persuasive
capabilities, these training programs are particularly timely and valuable. Teachers and trainers can leverage the
findings of this study to design effective modules aimed at improving persuasion literacy and fostering
autonomous use of intelligent voice assistants. Thus, this work lays the foundation for further development of
educational strategies that empower diverse user groups to navigate the evolving digital technology landscape
with confidence and critical awareness.

Limitations and Future Directions

The study sample comprises young adults aged 18 to 31, representing the largest segment of active IVA users
(Wardini, 2024). However, due to the sample's specific characteristics, including its narrow age range and
predominantly female composition, generalizing the findings to broader populations is limited. Future research
should include more diverse samples in terms of age, gender, education, technical background, and IVA usage
patterns. Considering that gender affects the effectiveness of persuasion, investigating the effects of gender-
specific training becomes especially important (Jacks & Lancaster, 2015). Greater heterogeneity in samples would
enable a more comprehensive analysis of potential differences in training outcomes across various user groups.
A longitudinal study could make an essential contribution to the present work by evaluating the sustainability of
training effects. In this context, a follow-up measurement would be particularly valuable for assessing whether
observed effects persist over time and for examining changes in interaction behavior (e.g., usage frequency,
employed features, privacy settings), which can serve as a basis for evidence-based recommendations for future
training design. In addition, a detailed analysis of the individual components (e.g., individual text passages or
exercises) within the training modules could be conducted in the future to optimize the training further and adapt
it to the individual needs of the participants. The effectiveness of the training in promoting persuasion literacy was
measured using subjective measures such as persuasion understanding. Future studies should validate training
effects at the behavioral level. Lee et al. (2020) integrated the persuasion principle of reciprocal self-disclosure into
a chatbot that interacted with users. The results showed that participants disclosed more personal information if
the chatbot had previously disclosed it. Such persuasive principles could be applied to practical interaction
scenarios with IVAs to investigate the behavioral intervention effects of the training presented, such as resistance,
recognition, and avoidance. Intentions can predict behavior changes and have been used to measure self-
determined interaction with subjective measures (Chiaburu et al.,, 2011; McEachan et al., 2011). However, a
discrepancy often exists between intentions and actual behavior, known as the “Intention-Behaviour Gap"”
(Sheeran, 2002). To analyze the extent to which the training contributes to self-determined IVA interactions,
suitable behavioral indicators should be used (e.g., privacy settings, type and amount of personal information
disclosed). The Digital Interaction Literacy Model, which encompasses the necessary skills for competent IVA use
(Carolus, Augustin, et al., 2023), could serve as a basis for determining these indicators. The results indicate a
negative effect of the presented training on indulgence towards IVAs. However, indulgence is desirable for a better



user experience, so specific training should be developed to promote it (Carolus, Augustin, et al., 2023; Schweitzer
et al., 2019). For example, learning about how IVAs function helps users grasp the processes involved in handling
voice commands (Markus et al., 2024). Such understanding can raise awareness of potential challenges and
sources of error in voice processing, which may positively influence users' willingness to indulge (Okada, 2005;
Xu & Schwarz, 2009).

Conclusion

The results demonstrate that the developed training modules improve the understanding of persuasion by IVAs
and promote the recognition of their persuasive attempts. The training reduces the tendency to
anthropomorphize IVAs and reinforces essential aspects of data protection. The present study highlights the
importance of persuasion literacy for a self-determined interaction with IVAs, aiming to minimize potential risks
and misconceptions. The results of this study represent a significant milestone in promoting and researching
persuasion literacy in the use of IVAs. The developed training modules offer new perspectives for competent and
safe interaction with IVAs while providing an impetus for promoting responsible use of Al-based technologies in
digital education.

Footnotes

" Training Module 1 (Study Version): https://motiv.professor-x.de/train/PL1_v1.5)S.zip/index.html
2 Training Module 2 (Study Version): https://motiv.professor-x.de/train/PL3_v2.0JS.zip/index.html
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Appendix

Table A1. Extracts of Exercises Sorted by Training Modules. Answers Marked With a Star (*) are Correct.

Exercise . .
Module Question Answer Options
Type
a) Answers from voice assistants are unconsciously
perceived as more credible.*
. . . b) The promotion of impulsive online shopping
What risks can arise for users if .
. . behavior.*
1 MC  voice assistants appear human . . . .
: ) . ¢) Unconscious disclosure of personal information and
to them in the interaction?
data.*
d) Encouraging the user to become dependent on the
voice assistant.
a) The female navigation system is less trusted when
determining the route.*
What effect could a male and b) The female navigation system is considered to have
] MC female voice of a navigation greater navigational competence.
device have on the evaluation ¢) The male navigation system's navigational
of navigation competence? competence is questioned more.
d) The male navigation system is seen as having less
doubt when determining the route.*
a) Arobot uses human gestures to singalize production
Match the following workers “good” or “bad"”. / Similarity*
anthropomorphic design b) A voice assistant has 23 different speech styles and
features to their description. greets the user when they come home. / Language*
2 MT - Similarity ¢) A chatbot communicates that it is annoyed by the
- Emotion user's rude spelling. / Emotion*
- Personalization d) A smartphone learns the user's sleeping habits and
- Language always sets the alarm clock at the right time /
Personalization*
a) The more precisely the voice assistant knows the
health situation, the more targeted the advertisin
When asked for a g‘ &
) can be personalized*.
recommendation for a cough . . . .
. . . b) The voice assistant passes the information on to the
medicine, the voice assistant o
o manufacturer of the medication in order to check the
recommends a specific effectiveness of the product
2 MC  preparation. This is followed by P ’

¢) With more knowledge about the person's state of
health, the voice assistant can recommend other
products in the future*.
d) The voice assistant wants to know more about the
person's state of health in order to make holistic
recommendations for a healthy lifestyle.

further questions about health
status. What persuasive
intention could the voice

assistant be pursuing with this?

Note. MC = Multiple Choice, MT = Matching Task.



Table A2. Developed Items, Scales, and Subscales (in Bold) for Persuasion in German and English.

Scales / Subscales

Iltem
German (English)

Persuasion Understanding (a = .87)

IVA Human Likeness 1

2

IVA Persuasion Type 1

5

Ich verstehe, dass Sprachassistenten unbewusst menschlich wirken kénnen.

(I understand that voice assistants can unconsciously appear human.)

Ich verstehe, aus welchen Griinden Sprachassistenten menschlich wirken kénnen.

(I understand the reasons why voice assistants can seem human.)

Ich verstehe, wie Sprachassistenten mich durch ihre menschliche Wirkung beeinflussen
kénnen.

(I understand how voice assistants can influence me through their human impact.)

Ich verstehe, dass ich Sprachassistenten unbewusst menschlich behandeln kdnnte.

(I understand that | might unconsciously treat voice assistants as human.)

Ich verstehe, dass Sprachassistenten mich durch ihre sozialen Merkmale unbemerkt
manipulieren kénnen.

(I understand that voice assistants can manipulate me unnoticed through their social
characteristics.)

Ich verstehe, dass Sprachassistenten mich unbewusst zu Dingen verleiten kdnnen, die ich
eigentlich nicht méchte.

(I understand that voice assistants can unconsciously tempt me to do things that | don't actually
want to do.)

Ich verstehe, dass Sprachassistenten Einfluss auf meine Entscheidungen, Einstellungen
und Verhalten nehmen kénnen.

(I understand that voice assistants can influence my decisions, attitudes, and behavior.)

Ich verstehe, dass Sprachassistenten beeinflussen kénnen, was ich glaube.

(I understand that voice assistants can influence what | believe.)

Ich verstehe, dass Sprachassistenten beeinflussen kdnnen, was ich fuhle.

( understand that voice assistants can influence how | feel.)

Ich verstehe, dass Sprachassistenten beeinflussen kénnen, was ich tue.

(I understand that voice assistants can influence what | do.)

Persuasion Knowledge (a = .83)

Persuasion Intention 1

2

Sales Intention 3

4

Das Ziel von Sprachassistenten ist es, meine Meinung zu beeinflussen.

(The aim of voice assistants is to influence my opinion.)

Das Ziel von Sprachassistenten ist es, Menschen dazu zu bringen, bestimmte Produkte zu
maogen.

(The aim of voice assistants is to get people to like certain products.)

Das Ziel von Sprachassistenten ist es, Produkte zu verkaufen.

(The aim of voice assistants is to sell products.)

Das Ziel von Sprachassistenten ist es, den Verkauf von Produkten zu fordern.

(The aim of voice assistants is to promote the sale of products.)

Al Persuasion Literacy (a =.75)

1

2

3

Ich lasse mich in meinen Entscheidungen nicht durch Sprachassistenten beeinflussen.

(I don't let voice assistants influence my decisions.)

Ich kann verhindern, dass Sprachassistenten mich in meinen Entscheidungen
beeinflussen.

(I can prevent voice assistants from influencing my decisions.)

Ich merke, wenn ich in meinen Entscheidungen von Sprachassistenten beeinflusst werde.
(I notice when my decisions are influenced by voice assistants.)




Table A3. Sample and Adapted Privacy Scales Items in German (Used in This Study) and English (Original).

Privacy Scales Sample Item Author
German (English)

Trust Sprachassistenten wirden kompetent mit persénlichen Informationen umgehen. Kim et al.
(Voice assistants would handle personal information in a competent fashion.) (2019)

Disclose Personal Ich bin bereit, Sprachassistenten meine persénlichen Daten preiszugeben. Pal et al.

Information (I am willing to disclose voice assistants my personal information.) (2020)

Privacy Control Ich glaube, dass ich die Kontrolle darliber habe, wie persdnliche Informationen von Xu et al. (2011)

Sprachassistenten verwendet werden.
(I believe I have control over how personal information is used by voice assistants.)
Privacy Awareness  Ich verfolge die Nachrichten und Entwicklungen zu Datenschutzfragen und Xu et al. (2008)
Datenschutzverletzungen im Zusammenhang mit Sprachassistenten.
(! follow the news and developments about the privacy issues and privacy violations in
the context of voice assistants.)

Table A4. items from the Reflection and Indulgence Scale in German and English.

Scale Item Item
German (English)
Instruction In Zukunft... / In the future...
Reflection 1 ...interagiere ich mit Sprachassistenten mit Bedacht.
(...l interact with voice assistants carefully.)
2 ...reflektiere ich den Umgang mit Sprachassistenten.
(... reflect on my interaction with voice assistants.)
3 ...wage ich die Starken und Schwachen von Sprachassistenten ab.
(...I weigh the strengths and weaknesses of voice assistants.)
4 ...denke ich dartber nach, was Sprachassistenten leisten kdnnen und was nicht.
(...I think about what voice assistants can and cannot do.)
5 ...hinterfrage ich meine Erwartungen an Sprachassistenten.
(...] question my expectations of voice assistants.)
6 ...Uberdenke ich meine Anspruche an Sprachassistenten.
(...I rethink my expectations of voice assistants.)
7 ...denke ich Uber die Gefahren und Risiken in Bezug auf Sprachassistenten nach.
(...I think about the dangers and risks in relation to voice assistants.)
8 ...denke ich Uber Potenziale und Vorteile in Bezug auf Sprachassistenten nach.

(...I think about the potential and advantages of voice assistants.)

Indulgence 1 ...nehme ich Racksicht auf Sprachassistenten, wenn sie nicht wie angenommen funktionieren.
(...l will be considerate of voice assistants when they do not work as expected.)
2 ...interagiere ich geduldig, wenn Sprachassistenten anders reagieren als erwartet.
(...l interact patiently when voice assistants react differently than expected.)
3 ...bin ich nachsichtig, wenn Sprachassistenten Fehler machen.

(...l am indulgent when voice assistants make mistakes.)

Table A5. Sample and Adapted Items of the Training Evaluation Inventory by Ritzmann et al. (2020).

Training Quality Sample Item
German (English)
Subjective Fun Das Training hat Spal3 gemacht.
(The learning was enjoyable.)
Perceived Usefulness Das Training hat fur mich einen persénlichen Wert.
(! find personal value in this training.)
Perceived Difficulty Der Inhalt war leicht zu verstehen.
(The content was easy to comprehend.)
Subjective Knowledge Ich denke, dass ich mir die neuen Informationen gut merken werde.
Growth (I believe | will retain the new information well.)
Attitude towards Training Ich wirde dieses Training meinen Freunden und Kollegen empfehlen.

(I would recommend this training to my friends or colleagues.)
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