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Abstract 

Counter-speech is considered a promising tool to address hate speech online, notably, 

by promoting bystander reactions that could attenuate the prevalence or further 

dissemination of hate. However, it remains unclear which types of counter-speech 

are most effective in attaining these goals and which might backfire. Advancing 

the literature, we examined the effect of four types of counter-speech (i.e., educating 

the perpetrator, calling on others to intervene, diverting the conversation, and abusing 

the perpetrator) on a range of bystander behavioral intentions in an experimental study 

(N = 250, UK-based adults). Overall, counter-speech did not affect bystanders’ 

subsequent responses to hate speech. Having said this, as expected, diversionary 

counter-speech increased intentions to ignore hate speech, which suggests unintended 

consequences. The study illustrates that counter-speech may not be sufficiently 

impactful in regulating bystanders’ reactions to hate speech online.  
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Introduction  

Survey studies indicate that a substantial number of internet users have been the target of or have observed hate 

speech online (Bergmann & Baier, 2018; Oksanen et al., 2014; Pacheco & Melhuish, 2018; Räsänen et al., 2016). To 

address this concern, technology companies have implemented algorithm-driven protocols to detect, remove, or 

quarantine hate speech. Complementing those measures, direct user responses—counter-speech—are 

considered a valuable tool for regulating hate speech (Bartlett & Krasodomski-Jones, 2015; Howard, 2021; 

W. Zhu & Bhat, 2021). Notably, in addition to changing perpetrators’ behavior (Garland et al., 2020; Hangartner et 

al., 2021; Mathew et al., 2018), counter-speech can facilitate subsequent bystander responses that have the 

potential to attenuate the prevalence, spread, and adverse impact of hate speech (Garland et al., 2022; Obermaier 

et al., 2021). However, little is known about the boundary conditions of this effect (see Lasser et al., 2023).  

Specifically, thus far, it has not been acknowledged systematically that not all counter-speech is effective or, 

relatedly, that certain types of counter-speech could have unintended consequences by promoting behavior that 

facilitates the dissemination of hate speech (e.g., sharing hate speech). The present study advances this literature. 

We compared the influence of four common types of counter-speech (i.e., educating the perpetrator that their 

hateful views are wrong, directly calling on others to intervene, diverting the conversation, and abusing the 

perpetrator) on a range of immediate bystander behavioral intentions that could reduce or enhance the 

proliferation and negative impact of hate speech. To examine our hypotheses, we conducted an experimental 
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study, complementing insights gained from previous analyses of social media data (Friess et al., 2021; Garland et 

al., 2022; Lasser et al., 2023) that only captures directly observable behavior. 

Online Hate Speech 

For the purpose of this research, we define hate speech as public speech that expresses hate or encourages 

violence towards a person or group based on protected characteristics such as ethnicity, religion, gender, or sexual 

orientation (Cambridge Dictionary, n.d.; Council of Europe, n.d.; Stop Hate UK, n.d.). Online hate speech then refers 

to hate speech that is posted on or disseminated via social media platforms, in online gaming contexts, or through 

other means of computer-mediated communication (Corazza et al., 2020; Ortiz, 2019; Rieger et al., 2021). Different 

modalities, such as memes, text, and videos, can be employed to convey online hate speech. 

Approximately .001% to 1% of content on mainstream social media platforms is estimated to be classified as hate 

speech; on fringe platforms such as 4chan and Gab, the proportion is likely between 5% to 8% (Vidgen et al., 2019). 

In the 2017–2018 Hate Crimes (England and Wales) report, 1,605 hate crimes were considered to contain online 

elements, accounting for 2% of the total incidents (Home Office, 2018). These relatively low figures may not appear 

as cause for concern. However, multiple surveys have found that 50% to 80% of teenagers have been exposed to 

online hate material, and around 20% of teenagers have been the direct victims (Oksanen et al., 2014; Winiewski 

et al., 2017). 

The internet may promote the expression and spread of hate speech for several reasons. First, users can remain 

anonymous (Mondal et al., 2018), which might evoke a sense of disinhibition such that perpetrators feel less 

restrained and express themselves more violently (Suler, 2004). Second, the instantaneous nature of the internet 

encourages impulsive hate speech (Brown, 2018), representing the most common type of hate crime offender 

(McDevitt et al., 2002). Third, one-click features such as “share” and “retweet” make it easier to disseminate hate 

speech to a wide audience, affording repeated victimization (see Benigni et al., 2017; Veilleux-Lepage, 2016). 

Moreover, social bots that automatically retweet posts without verifying facts could further accelerate the 

dissemination of hate speech (Ferrara et al., 2016). In fact, an analysis of Twitter conversations during the COVID-

19 pandemic showed that a higher prevalence of bots was associated with more incidents of online hate 

(Uyheng & Carley, 2020). Lastly, negative information, such as hate speech, spreads more easily and quickly online 

(Maarouf et al., 2022). Tsugawa and Ohsaki (2015) illustrated this point and found that the reposting volume of 

negative news was 1.2–1.6 times that of positive and neutral news, and negative news spread 1.25 times faster. 

Countermeasures and Bystander Intervention 

Measures to counter online hate speech involve several stakeholders. A large number of social media platforms 

have implemented technical solutions to detect problematic content, either by enabling internet users’ 

reporting/flagging (Crawford & Gillespie, 2016) or by introducing algorithmic methods such as hashing and 

classification (Farid, 2021; Vidgen et al., 2021). Once hate speech is identified, it is deleted. Alternatively, quarantine 

and deplatforming reduce the supply of online hate speech by blocking detected content temporarily (Ullmann & 

Tomalin, 2020) or by removing the accounts that have disseminated the material (Rogers, 2020; see also Copland, 

2020; Jhaver et al., 2021). Social media platforms’ efforts to detect and remove or quarantine hate speech online 

are, to some extent, the result of regulatory pressures (Chetty & Alathur, 2018). For example, the UK’s Public Order 

Act 1986 stipulates that people who threaten, abuse, and insult others can be sentenced to up to six months in 

prison (UK Legislation, n.d.). Moreover, new school speech regulations, such as the newly passed 2023 UK Online 

Safety Act or the German Network Enforcement Act (NetzDG law), require technology companies to remove hate 

speech within certain time frames (Balkin, 2017; Bundesministerium der Justiz, 2017; UK Legislation, 2023). 

Technical and legal countermeasures, though advantageous in several ways, have inherent limitations. They are 

often criticized for restricting free speech (Human Rights Watch, 2018), and their effectiveness remains unproven, 

among others, due to a lack of systematic compliance (Copland, 2020; Griffin, 2022). Complementing those 

activities, bottom-up approaches rely on the intervention of internet users who encounter hate speech online, 

that is, bystanders. One form of bystander intervention is counter-speech, that is, a direct reply to hate speech 

online; it includes but is not limited to, presenting facts that contest a hateful comment, denouncing hate speech, 

warning of the consequences of hate speech, distraction, attacking/insulting the perpetrators, and showing 

empathy for the victims (Benesch et al., 2016; Cepollaro et al., 2023; Mathew et al., 2019; Obermaier et al., 2021). 



Previous research has identified situational and personal factors that enhance the willingness to actively intervene 

in incidents of online incivility, including hate speech. A lower number of other bystanders (Obermaier et al., 2016), 

higher severity of the incident (Bastiaensens et al., 2014), and a lower risk of harm (Thomas et al., 2012) were 

associated with a higher willingness to take actions, such as expressing counter-speech. Higher levels of empathy 

(Machackova et al., 2015), self-efficacy (DeSmet et al., 2016), and self-control (Erreygers et al., 2016), as well as 

lower levels of prior victimization experiences (Barlińska et al., 2013) and moral disengagement (DeSmet et al., 

2014) also facilitated people’s tendencies to intervene.  

Counter-speech is a promising tool to reduce the spread of hate speech online as it can affect the subsequent 

behavior of perpetrators (Garland et al., 2020; Hangartner et al., 2021; Mathew et al., 2018; Miškolci et al., 2020) 

and other bystanders. Speaking especially to the latter point, analyses of political conversations on Twitter in 

Germany (Garland et al., 2022) and counter-speech against online Islamophobic hate speech (Obermaier et al., 

2021) found that counter-speech tended to facilitate more subsequent counter-speech. However, not all types of 

counter-speech attain the same effect. Friess et al. (2021) concluded, based on Facebook comments extracted 

from the German action group #ichbinhier, that counter-speech written by in-group members inspired more 

deliberative comments than counter-speech posted by out-group members. Civil counter-speech encouraged 

participants to engage in on-topic and civil discussions, and uncivil comments promoted more meta-

communication but did not predict a significant growth in uncivil responses (Han et al., 2018). Additionally, Lasser 

and colleagues (2023) showed that offering simple opinions, without insults, and using sarcasm predicted a lower 

prevalence of hate, toxicity, and extremism in the long term; having said this, a short-term increase in the 

problematic discourse was observed. Importantly, counter-speech that raised the salience of group divisions was 

related to a rise in hate, toxicity, and extremism (Lasser et al., 2023). In other words, some counter-speech can 

have unintended adverse consequences. To date, however, it has not yet been documented systematically which 

types of counter-speech elicit desirable bystander behavior that promises to prevent the proliferation or reduce 

the negative impact of hate speech and which counter-speech enhances counter-productive responses. 

The Present Study 

The present study addresses this gap in the literature. In doing so, we focused on the implications of exemplars 

of four common types of counter-speech. We selected the latter based on the results of a content analysis of 

around 2,000 hate conversations, 6,000 instances of counter-speech, and 1,000 subsequent bystander reactions 

on X (former Twitter) that identified the following types of counter-speech: attacking the perpetrator, fact-based 

educational speech, emotion-based educational speech, simple disagreement without trying to persuade, and off-

topic/neutral speech (Jia & Schumann, 2024). The four types of counter-speech assessed in this study represent 

manifestations of the four most common types of counter-speech on X, namely: a) educating the perpetrator that 

their hateful views are wrong; b) directly calling on others to intervene in hate speech; c) diverting the conversation; 

and d) abusing the perpetrator. As outcomes of interest, we considered bystanders’ intentions to engage in eight 

behaviors immediately after observing one instance of counter-speech. Specifically, we assessed intentions to 

report hate speech, educate perpetrators that their comments are unacceptable, and comfort victims, which are 

generally seen as desirable bystander reactions (DeSmet et al., 2016; Macaulay et al., 2022) that can contribute to 

building supportive and constructive online discourse (Crawford & Gillespie, 2016; DeSmet et al., 2016; Lasser et 

al., 2023). We further investigated the influence of counter-speech on intentions to post a comment expressing a 

similar position as the perpetrator or sharing hate speech, that is, undesirable reactions that further accelerate 

the spread of online hate and escalate incivility (Van Cleemput et al., 2014). Additionally, we assessed intentions 

to post an offensive comment condemning the perpetrators; this response might aim to fight hatred but is likely 

to evoke further toxic and uncivil speech (Lasser et al., 2023). Furthermore, we examined the likely most common 

bystander behavior: inaction (Van Cleemput et al., 2014). Ignoring hate speech (i.e., inaction) does not contribute 

to escalating hate but equally does not help combat incivility or support victims (Macaulay et al., 2022; Van 

Cleemput et al., 2014). Moreover, inaction could be understood as “silent approval” of hate speech (DeSmet et al., 

2016; Jeyagobi et al., 2022, p. 2; Song & Oh, 2018), although its precise implications are not yet well understood 

(e.g., Friess et al., 2021; Garland et al., 2022; Lasser et al., 2023). Finally, we investigated the effect of counter-

speech on intentions to post comments that are unrelated to the original topic, trying to divert the conversation; 

those could be perceived as online trolling and elicit uncivil responses (Cheng et al., 2017) or an attempt to reduce 

the negative impact of hate speech (see Barberá et al., 2022). 



Previous research suggests distinct effects of certain types of counter-speech on particular bystander reactions. 

More precisely, educational counter-speech demonstrates caring and a recognition of the injustice experienced 

by victims (Hoffman, 2014). Several studies have recognized that such expressions of empathy promote 

constructive bystander behavior, for instance, helping victims (Freis & Gurung, 2013; Van Cleemput et al., 2014). 

Relatedly, educational counter-speech has also been found to help shape norms of solidarity that could increase 

the likelihood of reporting counter-speech (Kunst et al., 2021). In addition, if educational counter-speech is civil, it 

should promote further civil bystander responses (Molina & Jennings, 2018). Taken together, we propose that 

posting counter-speech designed to educate perpetrators that their hateful views are wrong, without using insults, 

strengthens bystanders’ intentions to a) report hate speech, b) post a comment to educate the perpetrator, and 

c) comfort the victims (H1). 

By contrast, counter-speech that directly calls on other users to intervene in hate speech might promote inaction. 

Calls for action are often expressed in an assertive tone, a strategy that is also used in advertising (i.e., assertive 

ads), such as “You must try our …” and “Only you can …” (Kim et al., 2017, p. 551). It has been demonstrated that 

assertive ads can be effective in attracting attention; however, they are perceived as manipulative, weakening their 

persuasiveness and increasing consumer reactance (Edwards et al., 2002; Quick & Stephenson, 2007; Zemack-

Rugar et al., 2017; see also Miron & Brehm, 2006; Steindl et al., 2015). Accordingly, we postulate that posting 

counter-speech that directly calls on others to intervene in hate speech increases bystanders’ intentions to ignore 

hate speech and remain inactive (H2). 

Diversionary counter-speech, that is, talking about a topic that is not related to hate speech incidents, has not 

been explored in previous research. However, campaigns that aim to encourage the public to take action when 

observing hate speech or crime incidents often recommend deflecting the conversation (Media Smarts, n.d.). 

Distraction is also used for political propaganda to reduce attention to and stifle debate about controversial or 

unwanted topics (Barberá et al., 2022; King et al., 2017). Based on this evidence, we speculate that diversionary 

counter-speech will reduce bystanders’ attention to hate speech, translating into stronger intentions to a) ignore 

hate speech and b) post an unrelated comment (H3).  

Lastly, we postulate that counter-speech that abuses the perpetrator has negative implications and promotes 

undesirable bystander responses (Lasser et al., 2023). The literature on the contagion effect (Buerger, 2022; 

Kramer et al., 2014) and the broken windows theory (Wilson & Kelling, 1982) highlights that such uncivil behavior 

is contagious and may lead others to view offensive language, including such that targets the perpetrator, as 

acceptable. In addition, uncivil speech was shown to increase readers’ hostile cognition and the posting of further 

hate speech (Benesch et al., 2016; Rösner et al., 2016; however, see Han & Brazeal, 2015 for opposing findings). 

Therefore, we believe that posting counter-speech that abuses the perpetrator increases bystanders’ intentions 

to subsequently a) post a comment to express a similar position as the perpetrator, b) post a comment 

condemning the perpetrator with offensive words, and c) share hate speech (H4).  

Methods 

The study was approved by the authors’ departmental ethics committee. All participants read the Participant 

Information Form and agreed to a Consent Form, which included an agreement to share data for further scientific 

research. The study material and data are available in the associated OSF repository here. 

Design and Participants 

To test the hypotheses, we conducted a one-factorial between-subject experiment online. All participants were 

randomly assigned to one of five conditions (i.e., four experimental groups, G1–G4, representing different types 

of counter-speech, and one control group, G5). After removing four participants who failed the attention check, 

N = 246 valid responses remained for analysis. The sample consisted of n = 148 women (60.16%) and n = 98 men 

(39.84%), and the mean age was M = 35.59 (SD = 12.80, Min = 18, Max = 74). Regarding their ethnicity, there were 

n = 119 Asian-Chinese; n = 5 Mixed/Chinese, n = 78 White, n = 37 Asian-Other, n = 5 Black, n = 2 Mixed or Other 

ethnicity participants included in the sample. Among them, n = 213 (86.59%) claimed to have previously been 

bystanders of hate speech online, n = 45 (18.29%) reported having been direct victims, and n = 8 (3.25%) admitted 

to having posted hate speech online.  

https://osf.io/xqmnk/?view_only=2e6a01f3072b4bd0a07e8dc109cf314d


Procedure 

Data were collected in July 2022 using the opt-in access panel Prolific Academic. The average survey completion 

time was six minutes. After providing informed consent, participants were asked to report their gender, age, and 

ethnicity. Next, we provided definitions of “hate speech” and “counter-speech” and captured information on 

participants’ online activities and experiences. Then, based on the experimental condition to which they were 

assigned, participants read a tweet thread containing an initial post, a racist hate speech reply, and a counter-

speech response. In the control condition, no counter-speech was shown in response to the hate speech 

comment, as even a post on an unrelated topic would constitute counter-speech (see condition “diversionary 

counter-speech”). Following a manipulation check, participants reported their willingness to engage in eight 

different bystander reactions. 

Materials 

Experimental Stimuli 

The experimental stimuli included screenshots of tweets that we had designed1. At the time of data collection, 

anti-Chinese racist hate speech triggered by the COVID-19 pandemic was highly prevalent online (H. Zhu, 2020); 

we, therefore, developed stimulus material that included anti-Chinese hate speech. All source material for the 

tweets was derived from open-source hate speech datasets (De Gibert et al., 2018; Kennedy et al., 2020; Röttger 

et al., 2021; Vidgen et al., 2020). The authors’ names were replaced by the letters A, B, and C appearing in different 

colors. Participants in each experimental group (i.e., G1–G4) read tweets including A’s initial post, B’s racist speech, 

and C’s counter-speech (  1). In the control group (i.e., G5), the stimulus included only A’s initial post and B’s racist 

speech as a response (Figure 2). 

Figure 1. Four Types of Counter-Speech. 

 



Figure 2. Tweets Read by G5 (Control Group). 

 

Measures 

To capture the dependent variables, that is, immediate bystander behavioral intentions, participants indicated 

how likely they were to take the following eight actions (1 = strongly unlikely, 5 = strongly likely): Report B’s racist 

tweet to the platform; Post a comment to educate and persuade B; Post a comment to comfort and show empathy for A; 

Post an unrelated comment; Post a comment to express a similar position as B; Share B’s tweets by retweeting; Ignore 

these tweets and continue browsing; Post a comment condemning B with potentially offensive words.  

Social desirability bias negatively affects the authenticity of answers (Krumpal, 2013). We expected that reminding 

participants of the confidentiality and anonymity of the questionnaire would reduce this bias to a certain extent. 

Therefore, participants were asked to indicate their behavior intentions once more after reading a note that stated: 

Any information you provide will be kept confidential. You may maintain or change your choices. All analyses described 

below were conducted using the data of this second measurement of the dependent variable. To assess the impact 

of the reminder, we conducted Wilcoxon signed-rank tests for each paired response (i.e., eight pairs in total). 

Bonferroni correction to alpha levels was applied. The findings suggested that after a reminder of the 

confidentiality and anonymity of the questionnaire, participants’ responses were significantly higher for the 

dependent variable Post a comment to educate and persuade B (Z = −3.187, p = .001, r = .144) and significantly lower 

for the dependent variable Post a comment to express a similar position as B (Z = −2.865, p = .004, r = .129). No 

significant differences were found for the remaining six dependent variables (all p > .006). These results suggest 

that the reminder made people reevaluate their assessment to some extent and was, thus, successful. 

Participants’ internet use patterns were assessed by asking how often they used social media to “browse 

information”, “comment on posts”, and “share information” (1 = never, 5 = very often). Additionally, participants 

indicated whether they had ever been a bystander, victim, or perpetrator of hate speech online (Yes/No). Lastly, as 

a manipulation check, we asked participants in the four experimental groups the following question: How strongly 

do you agree or disagree with the following statements about C’s counter-speech?. Five answers were provided: C aims 

to abuse B; to educate and persuade B; to divert the conversation and distract people; to directly call on others to 

intervene in B’s hate speech; to express humor (1 = strongly disagree, 5 = strongly agree).  

Results 

Data analysis was performed using IBM SPSS 29.  

Sensitivity Analyses 

Sensitivity analyses were performed using G*Power 3.1.9.7 (Perugini et al., 2018). As detailed below, the 

hypotheses tests included independent samples t-tests2. Setting adjusted α = .017/0.050/0.025/0.017 for 

Hypothesis 1/2/3/4 and power (1−β) = .80, the analyses identified the effect size of Cohen’s d = .655/.569/.625/.666 

for each hypothesis. Thus, the hypotheses tests could detect medium to large effects. 



The exploratory analyses pertained to Kruskal-Wallis tests. The results showed that for conducting a Kruskal-Wallis 

test3, given the sample of N = 246 with five groups, setting adjusted α = .006 and power (1−β) = .80, the minimum 

effect size that could be reliably detected was f = .276—a medium effect. 

Descriptive Results 

The average frequencies of participants using social media to browse information, comment on posts, and share 

information were M = 4.16 (SD = .96), 2.54 (SD = .98), and 2.60 (SD = 1.02), respectively. That is, participants can be 

described as primarily passive, and only moderately active, social media users (Trifiro & Gerson, 2019). Table 1 

shows the means of all bystander behavioral intentions across conditions. Overall, participants were most likely 

to report or ignore hate speech, and least likely to share hate speech by retweeting or to express a similar position 

as the perpetrator. 

Table 1. Means of Eight Bystander Behavioral Intentions Across the Five Conditions. 

Experimental 

condition 

Report B’s 

racist tweet 

to the 

platform 

Post a 

comment to 

educate and 

persuade B 

Post a 

comment to 

comfort and 

show 

empathy for 

A 

Post an 

unrelated 

comment 

Post a 

comment to 

express a 

similar 

position as 

B 

Share B’s 

tweets by 

retweeting 

Ignore these 

tweets and 

continue 

browsing 

Post a 

comment 

condemning 

B with 

potentially 

offensive 

words 

M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) M (SD) 

G1 

(...educate...) 

(n = 50) 

3.22 (1.42) 2.14 (1.16) 2.76 (1.35) 1.48 (0.79) 1.22 (0.55) 1.32 (0.65) 4.10 (0.95) 1.48 (0.95) 

G2 

(...call on...) 

(n = 49) 

3.71 (1.37) 2.10 (1.14) 2.76 (1.42) 1.35 (0.63) 1.10 (0.31) 1.14 (0.50) 3.45 (1.27) 1.84 (1.07) 

G3 

(...divert...) 

(n = 50) 

3.60 (1.39) 1.84 (1.06) 2.76 (1.27) 1.70 (0.95) 1.04 (0.20) 1.22 (0.65) 4.16 (0.82) 1.48 (0.81) 

G4 

(...abuse...) 

(n = 47) 

3.30 (1.41) 1.75 (0.97) 2.34 (1.26) 1.70 (0.98) 1.17 (0.52) 1.23 (0.60) 3.94 (1.17) 1.70 (1.10) 

G5 

(control) 

(n = 50) 

3.70 (1.46) 2.04 (1.11) 2.52 (1.20) 1.52 (0.76) 1.22 (0.58) 1.46 (0.99) 3.62 (1.10) 2.06 (1.13) 

Manipulation Check 

One-sample t-tests with the test value of M = 4 (H0: M ≥ 4, thus representing the average answer options Agree or 

Strongly agree) were performed for the manipulation check, separately in each of the four experimental conditions. 

As shown in Table 2, all target answers (i.e., statements that described what a tweet ought to convey) could not 

reject the null hypothesis (M ≥ 4), and all other answers rejected the null hypothesis. In other words, participants 

perceived the counter-speech stimuli in line with their intended purpose.



Table 2. Results of the Manipulation Check. 

Experimental 

condition 
Answer (#: target answer; C: bystander; B: perpetrator) M SD 

p 

(H0: M ≥ 4) 

G1 

(…educate…) 

(n = 50) 

C aims to abuse B 1.52 0.95 < .001* 

C aims to educate and persuade B # 4.54 0.58 > .999 

C aims to divert the conversation and distract people 2.34 1.19 < .001* 

C aims to directly call on others to intervene in B’s hate speech 2.22 1.22 < .001* 

C aims to express humor 1.38 0.75 < .001* 

G2 

(…call on…) 

(n = 49) 

C aims to abuse B 1.45 1.04 < .001* 

C aims to educate and persuade B 2.61 1.32 < .001* 

C aims to divert the conversation and distract people 1.80 1.08 < .001* 

C aims to directly call on others to intervene in B’s hate speech # 4.57 0.79 >.999 

C aims to express humor 1.12 0.44 < .001* 

G3 

(…divert…) 

(n = 50) 

C aims to abuse B 1.18 0.48 < .001* 

C aims to educate and persuade B 1.42 0.84 < .001* 

C aims to divert the conversation and distract people # 4.02 0.98 .557 

C aims to directly call on others to intervene in B’s hate speech 1.56 0.99 < .001* 

C aims to express humor 2.14 1.11 < .001* 

G4 

(…abuse…) 

(n = 47) 

C aims to abuse B # 3.68 1.29 .048 

C aims to educate and persuade B 2.13 1.15 < .001* 

C aims to divert the conversation and distract people 2.32 1.09 < .001* 

C aims to directly call on others to intervene in B’s hate speech 2.60 1.35 < .001* 

C aims to express humor 1.68 1.02 < .001* 

Note. *p < .010 after Bonferroni correction (α = .050/5); G1–G4 stand for Group 1 to Group 4. 

Hypotheses Tests 

We stipulated distinct effects of the four types of counter-speech on particular outcomes, that is, bystander 

behavioral intentions. In examining these effects, we conducted several independent samples Welch t-tests. Each 

test compared an experimental group with the control group. Table 3 shows the results of all tests. 

Hypothesis 1 proposed that posting counter-speech to educate perpetrators, without using insults, increases 

intentions to subsequently a) report hate speech, b) post a comment to educate and persuade the perpetrator, 

and c) post a comment to comfort and show empathy for the victims. Findings showed that Hypothesis 1 was 

rejected. We further postulated that posting counter-speech designed to directly call on others to intervene in 

hate speech enhances intentions to subsequently ignore hate speech (Hypothesis 2). Hypothesis 2 was also not 

supported. Hypothesis 3 argued that posting counter-speech designed to divert the conversation increases 

bystanders’ intentions to a) ignore hate speech, and b) post an unrelated comment. The results showed that 

Hypothesis 3b was rejected but that Hypothesis 3a was supported. Lastly, Hypothesis 4 postulated that posting 

counter-speech that abuses the perpetrator strengthens intentions to subsequently a) post a comment to express 

a similar position as the perpetrator, b) post a comment condemning the perpetrator with offensive words, and 

c) share hate speech. However, none of these effects were statistically significant; Hypothesis 4 was rejected. 

  



Table 3. Results of Independent Samples Welch t-Tests. 

Experimental 

group 

Bystander behavioral intention 

(B: perpetrator; A: victim) 

Mean difference 

(experimental–

control) 

t df p d 

G1 

(…educate…) 
Report B’s racist tweet to the platform −.480 −1.667 98 .099 .333 

Post a comment to educate and 

persuade B 
.100 0.441 98 .660 .088 

Post a comment to comfort and show 

empathy for A 
.240 0.940 97 .349 .188 

G2  

(…call on…) 

Ignore these tweets and continue 

browsing 
−.171 −0.712 94 .478 .143 

G3 

(…divert…) 

Ignore these tweets and continue 

browsing a 
.540 2.779 90 .007* .556 

Post an unrelated comment .180 1.043 93 .300 .209 

G4 

(…abuse…) 

Post a comment to express a similar 

position as B 
−.050 −0.443 95 .659 .090 

Post a comment condemning B with 

potentially offensive words 
−.358 −1.578 95 .118 .320 

Share B’s tweets by retweeting a −.226 −1.366 81 .176 .276 

Note. *p < .025 after Bonferroni correction; G1–G4: Group 1 to Group 4; a equal variances were not assumed due to failed Levene’s test for 

equality of variances. 

Exploratory Analyses 

Further exploratory analyses included eight Kruskal-Wallis tests in which we compared all five experimental 

conditions/the control group with respect to each type of bystander behavioral intention as an outcome. After 

correcting the alpha level for the eight comparisons (α = .006), results suggested no statistically significant 

between-group differences (Table 4). Having said this, given that Bonferroni corrections are conservative, we 

found here once again tentative evidence that different types of counter-speech vary in their effects on ignoring 

hate speech. 

Table 4. Results of Kruskal-Wallis Tests. 

Factor 
Bystander behavioral intention 

(B: perpetrator; A: victim) 
H df p η² 

Experimental/control 

condition 

Report B’s racist tweet to the Twitter platform 6.419 4 .170 .010 

Post a comment to educate and persuade B 5.046 4 .283 .004 

Post a comment to comfort and show empathy for A 4.155 4 .385 .001 

Post an unrelated comment 4.814 4 .307 .003 

Post a comment to express a similar position as B 5.314 4 .257 .005 

Share B’s tweets by retweeting 4.310 4 .366 .001 

Ignore these tweets and continue browsing 13.916 4 .008 .041 

Post a comment condemning B with potentially 

offensive words 
12.539 4 .014 .035 

Discussion 

Counter-speech is a flexible, bottom-up measure to address hate speech online. However, to date, little is known 

about the dynamics that counter-speech elicits, specifically, which types of counter-speech facilitate bystander 

responses that contribute to attenuating the prevalence and dissemination of hate speech. The present study 

aimed to address this gap in the literature and assessed the effects of four common types of counter-speech on 

eight bystander behavioral intentions. 

Taken together, we showed that three types of counter-speech—namely, abusing the perpetrator, calling on 

others to intervene, and educating the perpetrator—had no effect on subsequent bystander behavioral intentions, 

and one strategy—diverting the conversation—had unintended consequences and facilitated bystanders’ 

intentions to ignore hate speech. These findings advance studies that have documented that counter-speech 



fosters further bystander engagement in analyses of social media data (Friess et al., 2021; Garland et al., 2022; He 

et al., 2021; Lasser et al., 2023). Below we discuss all key results starting with the influence of diversionary counter-

speech. 

It could be speculated that the distraction attempt did divert attention from hate speech to a new topic and, thus, 

promoted inaction (Barberá et al., 2022; King et al., 2017). However, inaction in response to diversionary counter-

speech might also reflect a type of bystander effect (Latané & Darley, 1970), that is, individuals’ willingness to 

intervene in an incident is reduced if other bystanders are present (Darley & Latané, 1968). Notably, the stimulus 

of diversionary counter-speech presented in the experiment could have been interpreted such that other 

bystanders (i.e., counter-speaker—user “C”) do not consider the incident severe enough to take any targeted 

action; instead, they bring up an unrelated point. Thus, participants may also not have judged the incident as an 

emergency that requires a response. Other bystander interventions (e.g., educational counter-speech) did not 

affect intentions of inaction in the same way, suggesting that diversionary counter-speech offers distinct signals 

that inform others’ reactions. To investigate this explanation, future research should capture participants ’ 

perceived severity of the hate speech incident and their sense of responsibility to get engaged. Having said this, 

inaction can stem from various reasons, such as silent approval of online hate, indifference, fear of retaliation, 

and a lack of response knowledge (DeSmet et al., 2016; Hansen et al., 2023; Jeyagobi et al., 2022; Song & Oh, 2018). 

Thus, although response bias is a limitation, incorporating an open-response form in future experimental designs 

or conducting follow-up interviews could provide valuable insights into the drivers of bystanders’ inaction over 

and beyond counter-speech. 

Regarding the disparity between the nil effects we identified and previous studies showing “facilitating” effects of 

counter-speech, we believe that this could be attributed to differences in the study design. Specifically, studies 

that found significant effects of counter-speech on bystander reactions often relied on social media data, where 

large sample sizes make it easier to detect small effect sizes (Friess et al., 2021; Garland et al., 2022; He et al., 2021; 

Lasser et al., 2023). Our sensitivity analysis highlighted that we were only able to detect medium effects. It is also 

important to note that previous studies were able to capture long-term effects of counter-speech, taking into 

account bystander reactions that emerged over a longer period. Our study examined immediate bystander 

behavioral intentions. It is conceivable that long-term effects could emerge as users gradually internalize the 

messages conveyed by counter-speech, leading to a more profound change in attitudes and behavior over time. 

Mechanisms at play might include increased normalization of counter-speech as a social norm, improved 

collective understanding, and shifts in community standards (Friess et al., 2021; Kunst et al., 2021; Lasser et al., 

2023; Wittenbaum et al., 1999). For instance, consistent exposure to counter-speech can gradually influence 

bystanders’ perceptions of acceptable behavior, leading them to more actively support or engage in counter-

speech in the future. Additionally, repeated positive reinforcement from counter-speech interactions can build a 

supportive environment that encourages more constructive bystander reactions over time. These delayed effects 

may not be captured in immediate behavioral intentions but can significantly impact long-term changes in 

bystander behavior. 

Limitations  

The previous conclusions must be considered in light of the following limitations. First, this study only investigated 

four types of counter-speech in response to one type of hate speech (i.e., racist speech). Different types of online 

hate, such as misogynistic and anti-LGTBQ+ hate speech, might lead to different bystander responses. More 

precisely, as participants have likely seen racist hate speech frequently, the overall willingness to react might be 

underestimated in this study (Fischer et al., 2011; Home Office, 2018; Ortiz, 2019; Soral et al., 2018). Soral and 

colleagues (2018) emphasized that frequent exposure to hate speech elicits a process of desensitization, which 

could manifest in downplaying the severity of online hate. When incidents are perceived as less severe, bystander 

intervention is less likely (Fischer et al., 2011). In addition, the level of severity of an incident might also prompt 

distinct intervention methods. A study of adolescent bullying found that when cyberbullying incidents were 

perceived as serious, bystanders were more likely to help by talking to friends/teachers/parents rather than 

confronting the perpetrator online (Patterson et al., 2017). 

Relatedly, as we implemented only one form of hate speech stimulus, results should not be generalized to other 

incidents without conceptual replication. Specifically, the experimental stimulus included derogatory language but 

did not call for outgroup violence. The latter may be perceived as more severe and could evoke different bystander 



behavioral intentions, regardless of the type of counter-speech (Fischer et al., 2011). To clarify this possibility, 

future studies ought to explicitly manipulate the severity of the hate speech stimuli.  

Furthermore, as in all experiments, the study lacks ecological validity, and participants knew they would not 

actually perform the chosen behaviors, which could also have led to a nil effect of different types of counter-

speech. One way to reduce this concern would be to work in simulated social media platform environments, such 

as the Mock Social Media Website Tool (Jagayat et al., 2021), where participants can (also) engage with known 

features of social media platforms to take actions, such as contacting victims or reporting hate speech. 

Additionally, analyzing observational social media data could clarify dynamics of real-world hate speech 

conversations. However, it must be noted that the internal validity of these analyses is lower and many crucial 

bystander reactions are absent in the latter data, especially inaction, reporting, and private messaging with the 

victim or perpetrator.  

Studying online interactions more generally and the impact of counter-speech in particular is inherently complex, 

as numerous potential influencing factors ought to be considered. As defined, counter-speech is always a direct 

reply to hate speech. In this study’s experimental stimuli, hate speech appeared as a reply, emphasizing the 

presence of a direct victim (user “A”). On social media, however, many posts lack direct victims (e.g., generalized 

hate speech like “I hate Chinese people”; ElSherief et al., 2018). Direct hate replies may elicit stronger emotional 

engagement from bystanders compared to generalized hate speech. Specifically, when people recognize that a 

direct victim is being attacked, they may interpret the situation as more urgent and severe, such that stronger 

empathy is evoked. Future experiments using generalized hate speech instead of direct hate replies would provide 

valuable comparisons to our findings.  

Additionally, the observed reactions of others to counter-speech (e.g., “likes/dislikes”) are important. It has been 

well documented that the number of “likes” on content impact attitudes and behavior in various domains 

(Tiggemann et al., 2018; Zell & Moeller, 2018). More “likes” on the respective posts could indicate greater support 

for counter-speech, which may enhance its persuasive effect and influence bystanders to act similarly. This 

moderating factor could be tested by varying the number of “likes” on a counter-speech post and observing 

differences in bystander reactions. Furthermore, the quantity of comments from others on either counter-speech 

or hate speech posts may influence other users’ reactions to the counter-speech (Friess et al., 2021; Garland et al., 

2022; Obermaier et al., 2016; Waddell & Bailey, 2017). For instance, if a counter-speech post receives multiple 

supportive comments, it may encourage other users to align with the counter-speech. However, if the majority of 

comments are hostile or mocking, it could undermine the counter-speech and lead bystanders to side with the 

hate speech instead. 

A user’s status—whether they are a verified user, influencer, or group leader/member—may affect conversation 

dynamics as well (Friess et al., 2021; Garland et al., 2022; Jia & Schumann, 2024; Leung et al., 2022). Individuals 

with greater influence typically have more followers and could gain more attention online, potentially increasing 

the number of bystanders’ reactions and support. Relatedly, when bystanders and victims/perpetrators are 

connected online or have other personal offline connections, they may be more likely to act in support of either 

party (High & Buehler, 2019; Jia et al., in preparation). In this study, participants had no personal connection to the 

perpetrator, victim, or the bystander posting counter-speech; this reflects an incidental exposure to hate speech 

online. The lack of connection could have reduced participants’ willingness to engage overall, suggesting perhaps 

that without personal connection, counter-speech, regardless of type, fails to mobilize.  

Lastly, the effectiveness of counter-speech can also depend on platform characteristics. Different social media 

platforms vary in user demographics, cultural norms, and technological features, which can significantly affect 

how counter-speech is perceived and acted on. For instance, some bystander reactions, such as reporting, depend 

on platform tools like “report” buttons, which may not be consistently available. Similarly, the presence of private 

messaging features can influence bystander reactions, as individuals might feel more comfortable offering 

support or intervening privately rather than publicly. Platforms lacking these tools could limit specific reactions 

like reporting or offering comfort to the victim, making some counter-speech approaches less effective. 

Additionally, the norms within a platform’s community play a crucial role. Empathetic social norms can foster more 

constructive bystander behaviors, such as reporting and helping victims (Freis & Gurung, 2013; Kunst et al., 2021; 

Van Cleemput et al., 2014). On platforms where these norms are absent or weaker, such as 4chan, 8kun, Gab, and 

certain Telegram groups or channels, counter-speech may not have the intended effect and could even provoke 

hostility. Our participants, however, were not operating in a setting where specific platform norms were enforced. 

Therefore, the generalizability of our findings across different online spaces is limited. Future research should 



explore how features like reporting tools and private messaging, along with platform/community-specific norms, 

shape the effectiveness of counter-speech in encouraging positive bystander reactions. 

Conclusion 

Despite these challenges, we believe our study makes an important contribution to the literature. We showed that 

several types of counter-speech did not influence subsequent bystander behavioral intentions. Additionally, we 

found that diverting the conversation could evoke inaction, which neither mitigates the spread nor addresses the 

negative impact of hate speech. Identifying when and why particular modes of counter-speech fail to foster 

prosocial bystander behavioral intentions is a fruitful avenue for future research. 

Footnotes  

1 To ensure the accuracy of the counter-speech stimuli, we also conducted a pilot study (N = 20; see Appendix). 

2 The data used for the t-tests did not follow a normal distribution, and the assumption of homogeneity of variance 

was violated in some tests. It is generally accepted that the t-test remains robust when assumptions of normal 

distribution are not fully met. To address concerns about the lack of homogeneity of variances, we implemented 

Welch t-tests (see the Supplementary Material on the associated OSF repository here for details on assumption 

testing). 

3 The data used for analysis violated multiple assumptions of running ANOVA/MANOVA (see the Supplementary 

Material on the associated OSF repository here for details on assumption testing). Under the violations of 

assumptions, the Kruskal-Wallis test is more powerful at detecting differences among treatments than the ANOVA 

F-test. However, due to G*Power’s limitations in conducting sensitivity analysis for the Kruskal-Wallis test directly, 

one-way ANOVA was used as an alternative approach in the sensitivity analysis. 
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Appendix 

Pilot Study 

This study was conducted during the survey design phase and aimed to ensure that all counter-speech stimuli 

(original version) were perceived in line with their intended purpose. N = 20 participants were recruited, and each 

read all four types of original counter-speech and then answered four identical questions accordingly: How strongly 

do you agree or disagree with the following statements about C’s counter-speech?. Five answers were provided: C aims 

to abuse B; C aims to educate and persuade B; C aims to divert the conversation and distract people; C aims to directly 

call on others to intervene in B’s hate speech; and C aims to express humor. Answer options were indicated on a 5-

point Likert-type scale (1 – strongly disagree, 5 – strongly agree). One-sample t-tests with the test value of M > 3 (thus, 

representing the average answer options Agree or Strongly agree) were performed separately in each of the four 

questions (4 * 5 = 20 in total). As shown in Table A1, all target answers that expressed the intended purpose of the 

corresponding counter-speech rejected the null hypothesis of M ≤ 3, and all non-target answers failed to reject the 

null hypothesis. As a result, all original counter-speech stimuli were perceived in line with their intended purpose. 

However, the results were not perfect. For example, in question 3, some participants believed that the original 

counter-speech designed to divert the conversation also aimed to express humor (M = 3.05). In question 4, some 

participants believed that the original counter-speech designed to abuse perpetrators also aimed to divert the 

conversation (M = 3.05) and call on others to intervene (M = 3.40). After asking participants for their views, we 

updated the original version of the four types of counter-speech to the version used in the formal experiment. 

 

Table A1. Results of the Pilot Study. 

Counter-speech 

(original version) 
Answer (#: target answer; C: bystander; B: perpetrator) M SD 

p 

Ha (M > 3) 

Type 1 

(…educate…) 

(n = 20) 

 

C aims to abuse B 1.25 0.43 > .999 

C aims to educate and persuade B # 4.50 0.59 < .001* 

C aims to divert the conversation and distract people 2.50 1.20 .961 

C aims to directly call on others to intervene in B’s hate speech 2.75 1.22 .815 

C aims to express humor 1.60 0.86 > .999* 

Type 2 

(…call on…) 

(n = 20) 

C aims to abuse B 2.50 1.50 .924 

C aims to educate and persuade B  2.70 1.19 .863 

C aims to divert the conversation and distract people 2.40 1.43 .962 

C aims to directly call on others to intervene in B’s hate speech # 4.60 0.58 < .001* 

C aims to express humor 1.20 0.60 > .999 

Type 3 

(…divert…) 

(n = 20) 

C aims to abuse B 1.50 0.87 > .999 

C aims to educate and persuade B  1.45 0.86 > .999 

C aims to divert the conversation and distract people # 4.70 0.46 < .001* 

C aims to directly call on others to intervene in B’s hate speech 1.70 0.90 > .999 

C aims to express humor 3.05 1.21 .428 

Type 4 

(…abuse…) 

(n = 20) 

C aims to abuse B # 4.70 0.56 < .001* 

C aims to educate and persuade B  1.65 0.91 > .999 

C aims to divert the conversation and distract people 3.05 1.24 .429 

C aims to directly call on others to intervene in B’s hate speech 3.40 1.11 .062 

C aims to express humor 1.30 0.56 > .999 

Note. *p < .050. 

 

Supplementary materials 

Supplementary materials including Assumption Test Result, Survey Instrument and Results of the MANCOVA are 

available in the associated OSF repository here. 
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